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Acting in the first line of defense against viral infections, restriction factors are an important part of the innate immune response. My thesis work focuses on aspects of biology related to two HIV-1 restriction factors: SAMHD1 and APOBEC3G. While the ability of SAMHD1 to inhibit HIV-1 infection by depleting cellular nucleotides required for viral reverse transcription is well-studied, SAMHD1 interference with cancer drugs that closely mimic the chemical structure of nucleotides is still under investigation. In the first part of my thesis, I used X-ray crystallography and biochemical techniques to determine the molecular requirements of cancer drug interactions with the catalytic and allosteric pockets of SAMHD1. These results can be used to improve the efficacy of cancer drugs in patients with high SAMHD1 levels. In the second part of my thesis, I investigate how the virion infectivity factor (Vif) of Maedi-Visna Virus (MVV) recruits ovine APOBEC3 (A3) proteins to an E3 ligase complex to mediate the poly-ubiquitination and degradation of A3 proteins. I used biochemical techniques to map molecular determinants of MVV Vif binding to E3 ligase components (EloB/C and Cul5) and the non-canonical co-factor (CypA). While components of the α domain, including Cul5-, zinc-, and the EloB/C-binding motifs, are similar to other lentiviral Vifs, interactions between the α/β domain of MVV Vif and CypA are unique to the small ruminant lentivirus lineage. I also summarize my work reconstituting E3 ligase sub-complexes containing MVV Vif for structural studies. These studies shed light on how different lentiviral Vif proteins have evolved to target host APOBEC3 proteins for degradation in efforts to escape host restriction.
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1 Introduction

1.1 Overview of HIV-1 and other lentiviruses

Among the most infamous infectious diseases in modern history, Acquired Immune Deficiency Syndrome (AIDS) was first described by the U.S. Center for Disease Control in 1981 (CDC 1981a, CDC 1981b). Human Immunodeficiency Virus (HIV) is the causative agent. An untreated HIV infection eventually progresses to AIDS, leaving the patient defenseless against opportunistic infections and rare malignancies. Since the start of the global HIV/AIDS epidemic, it is estimated that about 75 million individuals have been infected with HIV and 32 million people have died from HIV/AIDS complications (World Health Organization 2018).

Although significant research progress towards understanding HIV/AIDS has been made in the past four decades, a cure or vaccine remains elusive. Its high mutation rate allows HIV to quickly gain resistance to antiviral drugs, so multi-drug treatments targeting multiple stages of the life cycle are used to increase efficacy. Additionally, latent HIV reservoirs make it difficult to completely rid a patient of HIV. Advances in antiretroviral therapies have increased the life expectancy of people with HIV from about ten years to nearly normal levels (Nakagawa et al. 2013). However, these patients must remain compliant with their multi-drug regimen for the remainder of their lives, and these therapies are not available to all patients. In order to completely eradicate HIV, more fundamental research of HIV biology is necessary.
Viruses are classified by characteristics such as morphology, host species, and nucleic acid type (Lefkowitz et al. 2017). Retroviruses are RNA viruses which use an enzyme called reverse transcriptase to convert their genetic material from single-stranded RNA to double-stranded DNA so it can be integrated into the host genome (Nisole and Saib 2004). When first isolated from patient samples in 1983, HIV was described as a retrovirus with similarities to the deltaretrovirus Human T-cell Leukemia Virus (HTLV) (Barre-Sinoussi et al. 1983; Gallo et al. 1983). However, later experiments showed that HIV is more closely related to the lentivirus Maedi-Visna Virus (MVV) based on sequence homology and morphology (Gonda et al. 1985; Sonigo et al. 1985). Unlike HTLV, HIV encodes the regulatory proteins Rev and Tat to coordinate a complicated viral RNA transcription and splicing scheme unique to lentiviruses (Petursson et al. 1991).

Lentiviruses are a family of retroviruses clinically characterized by chronic, persistent infections with long incubation periods and fatal outcomes in mammals (Clements and Zink 1996). Paleovirologists estimate that lentiviruses have evolved alongside mammals for millions of years, with the earliest common ancestral lentivirus dating back at least 50 million years ago (Gifford 2012). Lentiviruses can be further categorized into five groups based on their mammalian hosts: (1) primate lentiviruses including HIV and Simian Immunodeficiency Virus (SIV), (2) feline lentiviruses including Feline Immunodeficiency Virus (FIV), (3) bovine lentiviruses including Bovine Immunodeficiency Virus (BIV), (4) small ruminant lentiviruses including MVV and Caprine Arthritis Encephalitis Virus (CAEV), and (5) equine lentiviruses including Equine Infectious Anemia Virus (EIAV) (Figure 1-1). While lentiviruses share similar
Figure 1-1. Phylogeny of lentiviruses with a schematic of genome architecture

All lentiviruses encode structural (\textit{env}, \textit{pol}, and \textit{gag}) and regulatory (\textit{rev} and \textit{tat}) genes, but accessory proteins (\textit{vif}, \textit{vpx}, \textit{vpr}, \textit{nef}, \textit{vprw}, \textit{S2}, and \textit{dUTP}) differ between lineages. Adapted from (Gifford 2012).
overall genetic architecture, accessory proteins which specifically counteract host defense mechanisms can differ between and within lentivirus groups.

Due to a high mutation frequency in lentiviruses, the genetic sequence from two isolates in the same lentivirus group can vary considerably. Also, HIV was acquired through multiple zoonotic transmissions from different primate Simian Immunodeficiency Viruses which adds to genetic variability (Sharp and Hahn 2011). While the main (M) group of HIV type 1 (HIV-1) responsible for the majority of the HIV/AIDS epidemic is most closely related to a SIV which infects chimpanzees, there are at least 9 sub-groups of HIV-1 which have been characterized (Taylor et al. 2008). The genetic diversity and rapid evolution of lentiviruses impose challenges for antiviral therapies and potential vaccine developments.

Small ruminant lentiviruses (SRLV), including Maedi Visna Virus (MVV) and Caprine Arthritis Encephalitis Virus (CAEV), also demonstrate the ability to infect multiple related species of hosts. MVV and CAEV were originally studied in sheep and goats, respectively. However, both MVV and CAEV are capable of infecting both host species, and co-infection has been reported (Minardi da Cruz et al 2013; Ramirez et al. 2013). Furthermore, SRLV can be divided into at least 4 highly divergent groups (A, B, C, and E) with many sub-types in each group (Clotti et al. 2019). More full genomes are needed in order to understand the viral heterogeneity and evolutionary patterns of SRLV. While MVV is distantly related to HIV, studying non-primate lentiviruses helps us to gain a better picture of how lentiviruses have evolved alongside mammals for millions of years.
1.2 HIV life cycle and hijacking of the ubiquitin-proteasome system

Extensive studies have elucidated the steps of the HIV-1 lifecycle in molecular detail (Barre-Sinoussi et al. 2013, Figure 1-2). An infectious HIV virion possesses a lipid membrane decorated with a viral protein, called Env. Inside the virion, a mature capsid protein core holds two copies of the positive sense RNA genome, accessory viral proteins, and host cofactors. Env trimers on the surface of the virion bind to CD4 receptors of a host T cell. This initial interaction is followed by recruitment of CCR5 coreceptors causing a conformational change that allows fusion of the viral membrane with the host plasma membrane.

After fusion, the capsid core and other components of the virion enter the host cytoplasm. The capsid core exploits host microtubule-associated machinery to stimulate viral movement toward the nucleus (Malikov et al. 2015; Rawle and Harrich, 2018). Meanwhile, reverse transcriptase (RT) converts the RNA genome to DNA so that it can enter the nucleus and become incorporated into the host genome by integrase (IN). Then, host machinery transcribes and translates the HIV genes necessary to assemble the next generation of immature virion. Env, Gag, and Pol proteins are trafficked to the membrane where the assembly of nascent immature virions begins. These immature virions, which contain intact Gag polyproteins, then bud off the cellular plasma membrane. Maturation of an infectious virus is mediated by the proteolytic action of protease (PR), which dimerizes and cuts at specific locations of the Gag polyproteins, releasing capsid proteins and allowing the mature capsid core to form (Bell and Lever, 2013).
Throughout the course of millions of years of evolution, viruses and their mammalian host have participated in a molecular arms race to survive. At each step in its lifecycle, HIV-1 must overcome blocks to its replication by the host immune system. Two main branches of the human immune system include the innate and adaptive responses. While the adaptive response specifically neutralizes antigens from past infections, it can take days to weeks to mount a full adaptive response to a new infection. Furthermore, the highly glycosylated Env protein that coats the HIV-1 virion shields the virus from antigen recognition (Ward and Wilson, 2017). This glycan shield remains the main challenge to developing a vaccine for HIV-1.
The innate immune system represents the first line of defense against newly encountered viruses. Innate immune pathways recognize foreign substances, like viral nucleic acid, and use interferons to quickly induce express of proteins called restriction factors that non-specifically inhibit viral replication. Studying the life cycles of lentiviruses like HIV is not only important for novel therapeutic approaches, but can also lead to the discovery of interesting and unexpected biology.

One such discovery is that pathogens commonly target restriction factors for degradation by hijacking the human Ubiquitin-Proteasome System (UPS) (Seissler et al. 2017; Jia et al. 2015; Rojas et al. 2019). Under normal cellular conditions, the UPS functions in combination with the ribosome and molecular chaperones to control protein turnover and maintain proteostasis. Misfolded or unneeded proteins are targeted for destruction by the post-translational, covalent linkage of ubiquitin molecules. Poly-ubiquitination designates proteins to be destroyed by the 26S proteasome complex. The poly-ubiquitination of a target protein is mediated by a series of cellular enzymes labeled E1, E2, and E3. The ubiquitin molecule is first activated by an E1 enzyme, and then it is transferred to an E2. Finally, an E3 ligase complex composed of many protein components bridging the loaded E2 to the target substrate mediates the final ligation of the ubiquitin molecule to the substrate (Figure 1-3A).

Compared to the relatively small pools of two E1 and ~50 E2 enzymes, E3 ligase complexes are extremely diverse with more than 500 distinct complexes. This diversity of E3 ligases imbues the UPS with substrate specificity and regulatory mechanisms important to its function. Viruses target the E3 ligase complex in order to change the specificity of the ubiquitin ligation reaction. For example, HIV-1 Vif changes the
ubiquitination target of an E3 ligase complex from the family of Cullin-RING ubiquitin ligases. A normal Cullin-RING E3 ligase complex is composed of a scaffold protein (Cull1 to Cul7 or PARC), an adaptor protein (for example, EloB/C), a substrate receptor (for example, VHL), and an E2-activating RING finger protein (Rbx1 or Rbx2) (Figure 1-3B). Additionally, Cullin-RING E3 ligase activity is regulated by the reversible ubiquitin-like modification Nedd8 that is covalently linked to the WHB domain of the Cullin. A recent cryoEM structure of a neddylated Cul1-Rbx1 E3 ligase complex demonstrates that Nedd8 induces a conformational change which promotes ubiquitination of the substrate (Baek et al. 2020). De-neddylation of Cullin-RING E3 ligases by the COP9 signalosome allows an inactivated E3 ligase complex to bind another regulatory protein called CAND1. CAND1 is a helical repeat protein which wraps itself around the
Cullin occluding the neddylation-conjugating lysine residue and driving the exchange of substrate receptors (Goldenberg et al. 2004; Bosu and Kipreos, 2008)

Hijacking the UPS system allows a pathogen to directly destroy restriction factors that would otherwise block infection. Lentiviral accessory proteins such as Vif and Vpx both act as substrate adaptors which recruit APOBEC3G and SAMHD1, respectively, to E3 ligase complexes to be poly-ubiquitinated and subsequently degraded. APOBEC3G and SAMHD1 are two prominent examples of new biology that was discovered while searching for HIV-1 restriction factors. The biological functions of APOBEC3G and SAMHD1 were elucidated only after the discovery that they were each specifically targeted for degradation by a lentiviral accessory protein (Vif and Vpx, respectively). These two restriction factors are the focus of this work and described in more detail in sections below.

1.3 APOBEC3s are potent restriction factors of HIV-1

Early experiments showed that the accessory protein Vif is essential to HIV-1 proliferation only some T cell lines. Since this viral restriction in certain cell lines was inherited when non-permissive and permissive cell lines were fused, the existence of a potent restriction factor with variable expression in T cells was postulated (Strebel et al. 1987; Gabuzda et al. 1992; Simon et al. 1998). Soon after, a member of the previously uncharacterized mammalian apolipoprotein B mRNA-editing enzyme catalytic polypeptide-like 3 (APOBEC3 or A3) family of cytidine deaminases was identified as the restriction factor counteracted by Vif (Sheehy et al. 2002). In the absence of Vif, A3G, and subsequently A3F, were shown to potently inhibit HIV-1 infections by
hypermutating single-stranded viral DNA (Sheehy et al. 2003; Harris et al. 2003; Zhang et al. 2003; Wiegand et al. 2004; Lidament et al. 2004; Zheng et al. 2004). A3G multimers become incorporated into an assembling virion in a producer cell by associating with Gag in an RNA-dependent manner (Zennou et al. 2004; Svarovskaia et al. 2004; Khan et al. 2005; Burnett et al. 2007). The cytidine deamination reaction carried out by A3G results in the conversion of cytidines to uridines in the viral genome (Figure 1-4A).

The seven human A3 proteins, labeled A through H, contain either one or two zinc-coordinating domains classified as Z1, Z2, or Z3 domains (LaRue et al. 2008). Crystal structures available for A3 proteins show conservation of the cytidine deaminase fold (Aydin et al. 2014, Figure 1-4B). However, the biological functions are not necessarily conserved amongst different A3s. For instance, A3G, A3F, A3H, and A3D have been shown to inhibit HIV-1, with A3G being the most potent (Hultquist et al. 2011; Chapain et al. 2012). While A3B and A3C do not inhibit HIV-1 infection, they inhibit SIV infection (Yu et al. 2014). Interestingly, several haplotypes of human A3H have been identified, each with varying degrees of HIV-1 inhibition (Wang et al. 2011; Refsland et al. 2014; Naruse et al. 2016). It is possible that each APOBEC gene has evolved to target different viruses or similar viruses in different contexts (Duggal et al. 2012).

Sequence diversity and gene duplication events that expand the repertoire of A3s may be driven by selective pressure imposed by infectious agents. APOBEC genes, especially A3G, demonstrate strong positive selection throughout at least 33 million years of primate evolution indicating selective pressures may have existed long before
lentiviral infections are thought to have originated (Sawyer et al. 2004). This suggests that the family of APOBEC genes may have evolved to defend against a broad range of retrovirus-like genomic attacks. Single-nucleotide polymorphisms in A3G that allow evasion of Vif counteraction have been shown to quickly result in adaption by Vif (Compton et al. 2011; Compton et al. 2013a). Since the human genome mutates at a rate that is orders of magnitude slower than viruses, heterozygosity and genome expansion of restriction factors such as APOBEC3 proteins have been suggested to be a mechanism meant to limit the ability of viruses to counter-adapt (Compton et al. 2013b).

Depending on the species, other mammals have different numbers of A3 genes named simply by their zinc coordination domains and site in the gene locus (LaRue et al. 2009, Figure 1-4C). Non-primate mammalian A3s are less-studied, but presumed to have similar structure and antiviral functions. It has been shown that non-primate A3s (equine, bovine, ovine, and feline) also inhibit lentiviral infections (Zielonka et al. 2009; Munk et al. 2008; Jonsson et al. 2006). Each lentiviral Vif targets at least one host A3 protein for degradation, but usually not A3 proteins from other host species. However, MVV Vif has been shown to degrade multiple host A3s and lacks species specificity (LaRue et al. 2010). This flexibility in A3 recognition may point to similarities between Vif-A3 interactions across species.
Figure 1-4. A3 family of mammalian cytidine deaminases

(A) Cytidine deamination reaction carried out by A3s. (B) Crystal structure of A3F_CTD (PDB ID: 4J4J). Adapted from (Aydin et al. 2014). (C) Schematic of A3 genes in mammals with Z1, Z2, and Z3 domains in green, orange, and blue, respectively. The numbers at tree branch points indicate the estimated time (in millions of years) since divergence of ancestors of present-day species. Adapted from (LaRue et al. 2009).
1.4 Vif targets APOBEC3s for degradation via the proteasome

HIV-1 Vif was first described as a 23 kilodalton protein produced by a short open reading frame overlapping with the pol gene (Sodroski et al. 1986; Terwilligier et al. 1986). Although it is not necessary for the production of virions, Vif is essential for HIV-1 infectivity in certain T cell lineages (Strebel et al. 1987; Fisher et al. 1987). These observations led to the hypothesis that Vif counteracts a potent restriction factor of HIV-1 (Madani and Kabat 1998). After identifying A3G as the human restriction factor targeted by Vif (Sheehy et al. 2002), it was further demonstrated that HIV-1 Vif targets A3G for degradation by the proteasome and thereby reduces the amount of A3G incorporated into new virions (Sheehy et al. 2003; Conticello et al. 2003; Kao et al. 2003; Marin et al. 2003;). To accomplish this, HIV-1 Vif recruits A3G to an E3 ligase complex to be ubiquitinated and subsequently degraded by the proteasome (Yu et al. 2003; Yu et al. 2004; Mehle et al. 2004, Figure 1-5A). Its essential role in HIV-1 infectivity makes Vif an attractive target for novel HIV-1 therapies. As a result, elucidating the molecular details allowing HIV-1 Vif to hijack cellular ubiquitin proteasome machinery has become an area of intense research.

HIV-1 Vif hijacks a cellular E3 ligase complex composed a scaffolding protein (Cul5), adaptor proteins (EloB/C), an E2-activating protein (Rbx2), and a non-canonical cofactor (CBFβ). The requirement for CBFβ in this viral E3 ligase complex was surprising because CBFβ is a transcription co-factor not usually involved in the ubiquitin-proteasome system. Nevertheless, CBFβ is required for HIV-1 Vif-mediated degradation of A3G and it is essential for the purification of stable HIV-1 Vif in vitro (Jager et al. 2011; Zhang et al. 2012). While Vif proteins from other lentiviruses use similar cellular
Figure 1-5. HIV-1 Vif degrades A3s via proteasomal degradation

(A) Cartoon schematic of viral E3 ligase mediated by lentiviral Vif that leads to A3 degradation by the proteasome. HIV-1 Vif uses CBFβ as a cofactor, but MVV Vif uses CypA. (B) Bar diagram of HIV-1 Vif binding motifs for cellular factors. (C) Crystal structure of HIV-1 Vif (purple cartoon) with Cul5, EloB/C, and CBFβ (yellow, green, and blue surfaces, respectively). Zinc ion shown as red sphere. Domains of HIV-1 Vif are highlighted. PDB ID: 4N9F (Guo et al. 2014).

E3 ligase components to degrade the cognate A3s in their hosts, only primate lentiviruses use CBFβ as a cofactor. Interestingly, Vif proteins from small ruminant lentiviruses have been shown to use the unrelated CyclophilinA (CypA) instead (Kane et al. 2015; Zhao et al. 2019). CypA is not related to CBFβ in structure, so it is unclear how the two proteins both act as molecular chaperones for Vif proteins. Furthermore, both CypA and CBFβ are highly conserved amongst the mammalian hosts of lentiviruses, so it is unknown why two different lentiviral lineages have evolved the use of two distinct and mutually exclusive cofactors for Vif. Since different lentiviral Vifs are not well conserved, it is possible that
there are significant structural or biochemical differences between Vifs from different lineages.

Many mutational studies have contributed to our understanding of binding motifs and domains required for different cellular factors binding to HIV-1 Vif (Figure 1-5B). CBFβ and A3 interactions have mostly been mapped to the N-terminus of HIV-1 Vif (Mehle et al. 2007; Fribourgh et al. 2014). A PPLP oligomerization motif has also been implicated in HIV-1 Vif binding to A3G (Donahue et al. 2008; Yang et al. 2001). Mutation of the well-conserved BC box (SLQxLA) has been shown to abrogate EloB/C binding to many lentiviral Vifs (Yu et al. 2003; Zhang et al. 2014; Wang et al. 2011). The HCCH zinc binding motif has been shown to be important for HIV-1 Vif (Luo et al. 2005; Xiao et al. 2006; Mehle et al. 2006). While other lentiviral Vif proteins also bind a zinc ion, the exact spacing and identity of the residues coordinating the zinc are not conserved suggesting some flexibility in the structural features of Vifs.

The crystal structure of HIV-1 Vif revealed an entirely novel fold containing a larger domain named the α/β domain that interacts extensively with CBFβ and a smaller helical domain, named the α domain, that interacts with Cul5 and EloB/C (Guo et al. 2014; Figure 1-5C). Consistent with the mutational studies suggesting that the zinc binding HCCH motif was important for Cul5 binding, the structure showed that the zinc coordination helps to stabilize the α domain in a position to interact with Cul5. Supporting CBFβ’s role as a structural cofactor, the 4,979 Å² buried surface area between the α/β domain of HIV-1 and CBFβ is quite extensive (Guo et al. 2014). Besides the vast hydrophobic surface that maps to the N-terminus of HIV-1 Vif, two notable features of the interaction include: (1) an N-terminal β-sheet of HIV-1 Vif which inserts itself into a
1. β-sheet of CBFβ and (2) C-terminus residues 149-155 of CBFβ which extend into the α domain and zinc finger. Truncations of CBFβ that eliminate its interaction with the zinc finger of HIV-1 Vif did not drastically affect binding to Vif (Zhou et al. 2012). Similarly, mutating the zinc finger of HIV-1 Vif only partially diminished binding to CBFβ (Fribourgh et al. 2014). While the HIV-1 Vif zinc finger may contribute to binding to CBFβ, it is not essential.

While a detailed understanding of how HIV-1 Vif interacts with E3 ligase components is becoming clear, there are still many unanswered questions. For example, it is unclear how HIV-1 Vif uses distinct binding surfaces to interact with different A3 proteins (Aydin et al. 2014). Furthermore, there is no structural information available for Vif proteins from other lentiviruses. A major focus of this work is to understand the molecular determinants involved with recruiting cellular factors to the viral E3 ligase mediated by MVV Vif. While some binding interactions may be well conserved among MVV Vif and HIV-1 Vif, we expect there to be significant structural consequences of the use of CypA as a cofactor instead of CBFβ.

1.5 SAMHD1 restricts HIV-1 by depleting cellular nucleotide pool

The sterile alpha motif (SAM) and histidine-aspartate (HD) domain–containing protein 1 (SAMHD1) was first described as a human homolog of a mouse IFN-gamma induced protein from dendritic cells (Li et al. 2000). The importance of SAMHD1 in human development and innate immunity was highlighted by the discovery that SAMHD1 mutations can cause the rare genetic disorder, Aicardi-Goutieres syndrome (AGS) (Rice et al. 2009). AGS patients suffer from severe neurological defects and
symptoms similar to an auto-immune disease or congenital viral infection thought to be caused by an accumulation of nucleic acids (Aicardi and Goutieres 1984; Crow and Livingston 2008). Interestingly, SAMHD1 was also identified to be an HIV-1 restriction factor counteracted by the lentiviral accessory protein Vpx (Berger et al. 2011; Laguette et al. 2011; Hrecka et al. 2011).

SAMHD1 is a deoxyribonucleotide (dNTP) triphosphohydrolase that cleaves inorganic triphosphate from dNTPs (Goldstone et al. 2011; Powell et al. 2011). The SAMHD1 protein consists of the two domains for which it is named (SAM and HD domains). The smaller SAM domain (residues 1-112) is thought to mediate protein-protein and protein-nucleic acid interactions, whereas the HD domain (residues 113-626) contains catalytic activity (Qiao et al. 2005; Aravind et al. 1998). SAMHD1 can catalyze the hydrolysis of any of the four dNTPs (Figure 1-6A). In addition to the catalytic pocket, SAMHD1 also binds dNTPs at allosteric sites which induce the tetramerization of the protein and is required for dNTPase activity (Figure 1-6B; Yan et al. 2013; Ji et al. 2013; Zhu et al. 2013). To form the tetramer, only dGTP or GTP can bind Allosteric Site 1 and any dNTP can bind the second Allosteric site 2 (Amie et al. 2013; Hansen et al. 2013; Ji et al. 2014).

SAMHD1 inhibits the reverse transcription step of HIV-1 infection by depleting the cellular dNTP levels to concentrations lower than the affinity of HIV-1 reverse transcriptase for dNTPs (Lahoussa et al. 2012; Kim et al. 2012). The HD domain is sufficient for HIV-1 restriction (White et al. 2013). Although it has been suggested that SAMHD1 also degrades incoming HIV-1 genomic RNA, SAMHD1 nuclease activity and
its role in HIV-1 restriction remain controversial (Belaglazova et al. 2013; Ryoo et al. 2014; Seamon et al. 2015; Antonucci et al. 2016).

HIV-2 and its ancestral SIVs, but not HIV-1, contain a gene called \textit{vpx} which targets SAMHD1 for degradation by the proteasome (Goujon et al. 2007; Mahdi et al. 2018). HIV-2 Vpx recruits SAMHD1 to an E3 ligase complex containing Cul4A, Rbx1, DCAF, and DDB1 to be polyubiquitinated (Srivastava et al. 2008; Ahn et al. 2012). Interestingly, Vpx proteins from different SIV isolates have been shown to recognize different regions of the SAMHD1 protein (Schwefel et al. 2014; Schwefel et al. 2015). Without Vpx or another accessory protein dedicated to down-regulating SAMHD1, the mechanism by which HIV-1 overcomes restriction by SAMHD1 remains unclear.

Figure 1-6. SAMHD1 is a dNTPase

(A) dNTPs bound to the catalytic pocket of SAMHD1 and a cartoon schematic of the triphosphohydrolase reaction. Adapted from (Ji et al. 2014). (B) Allosteric pockets of SAMHD1. Adapted from (Ji et al. 2014). (C) Schematic describing biological role of SAMHD1 in balancing the dNTP pool. Adapted from (Ji et al. 2014).
In addition to its role in HIV-1 restriction, SAMHD1 is recognized as an important regulator of nucleotides in the cell (Franzolin et al. 2013). SAMHD1 has been shown to be phosphorylated by CDK2 during the S phase of the cell cycle (Stillman 2013; Welbourn et al. 2013; Cribier et al. 2013; White et al. 2013). It has been proposed that phosphorylation of SAMHD1 may disrupt the tetramer, and impair dNTPase activity (Tang et al. 2015; Arnold et al. 2015). In this way, SAMHD1 activity is regulated to allow high dNTP levels high during S phase, and low dNTP levels during all other phases of the cell cycle. Like SAMHD1, ribonucleotide reductase (RNR) is also regulated by the cell cycle and dNTPs binding to allosteric sites. Together, SAMHD1 and RNR contribute to balancing the dNTP pool and tightly regulating the total level of dNTPs in the cell (Figure 1-6C). This is important for maintaining genomic integrity by influencing the fidelity of DNA synthesis and repair enzymes, which can become low fidelity in the presence of a highly concentrated or biased dNTP pool.

Since dysregulated dNTP pools are linked to genomic instability and tumorigenesis, it has been suggested that SAMHD1 plays a role in tumor suppression by keeping dNTP levels low (Herold et al. 2017; Schaller et al. 2019). SAMHD1 mutations have been found to promote leukemia development in chronic lymphocytic leukemia patients which indicate that SAMHD1 might also play a role in DNA repair (Clifford et al. 2014). Also, low SAMHD1 expression levels have been found in acute myeloid leukemia patient samples (Rassidakis et al. 2018; Jiang et al. 2020). In addition to maintaining the dNTP pool, SAMHD1 has also been implicated in several DNA repair processes that might also contribute to its tumor suppressor activity (Daddacha et al. 2017; Coquel et al. 2018; Cobello-Lobato et al. 2018). While its tumor suppressor...
qualities are beneficial, SAMHD1 is also implicated in decreasing the effects of certain chemotherapy treatments, described more below.

1.6 Nucleotide analog drugs and cellular nucleotide metabolism

Nucleotides are important cellular compounds with many essential functions such as the storage of genetic information, signaling cascades, enzyme regulation, and metabolism. Nucleotides have three main chemical components: a nucleobase (adenosine, thymine, cytosine, guanidine, thymine, or uridine), a sugar ring (deoxyribose or ribose), and the presence of up to three phosphate groups.

Nucleotide analogs are a class of drugs that mimic the structure of nucleotides, usually with modifications to one or more of these key chemical components (Figure 1-7A). These drugs are administered to patients as nucleoside prodrugs which enter the cell via specific nucleoside transporters, nucleoside analogs are sequentially phosphorylated to become the active, triphosphorylated form of the drug (Figure 1-7B). This nucleotide analog will then inhibit cell or virus proliferation by interfering with synthesis of genetic material. Many different mechanisms of action have been described for nucleotide analogs, including termination of chain elongation, accumulation of mutations, and direct inhibition of polymerases.

Since cancer cells and viruses require nucleotides to replicate their genomes and actively proliferate, these drugs are attractive chemotherapy and antiviral therapies. However, many nucleotide analog drugs are plagued by issues such as polymerases evolving resistance, poor oral bioavailability, long-term toxicity, and patient-specific variability in efficacy (Jordheim et al. 2013). A deeper understanding of nucleotide
metabolism is necessary to create potent agents with improved properties. In Chapter 2 and the appendix of this thesis, I detail our studies of SAMHD1 interference with nucleotide analog therapies by degrading active triphosphate forms of the drug into non-active nucleoside precursors.

Figure 1-7. Nucleotide analogs

(A) General structure of nucleotide analogs. Canonical nucleobases and chemical modifications to 2’ sugar moieties are highlighted. Adapted from (Jordheim et al. 2013).

(B) Mechanism of action for nucleotide analogs.

1.7 Aims and Scope

The overall goal of my thesis is to gain a better understanding of host innate immunity in the context of viral infection and cancer. I have used a combination of biochemical and structural approaches to study a viral E3 ligase complex mediated by the MVV Vif and the human enzyme SAMHD1 which harbors the potential to degrade cancer drugs.
In Chapter 2, I probe the interactions of the dNTPase SAMHD1 with nucleotide analog drugs used to treat viral infections and cancers. In this study, I have crystallized each drug with SAMHD1 and characterized their interactions with the catalytic pocket and allosteric sites of the enzyme. These studies provide a framework for understanding how SAMHD1 contributes to challenges associated with nucleotide analog treatments. I also included an appendix which outlines some initial screening for small molecule compounds capable of modulating SAMHD1 activity.

In Chapter 3, I investigate the molecular determinants of MVV Vif binding to cellular cofactors in an E3 ligase complex used to A3s. When compared to previous results with other Vif proteins, results from this section can be used to gain insight into the evolution of lentiviral Vif alongside mammalian host factors. In Chapter 4, I summarize the reconstitution of MVV Vif complexes with CypA, EloBC, and Cul5 used for structural studies. These studies provide insight into the solution behavior of MVV Vif, and will aid in the future determination of the structure of MVV Vif.
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2 The structural basis for cancer drug interactions with the catalytic and allosteric sites of SAMHD1

2.1 Preface

The work outlined in this chapter has been published in *PNAS* (Knecht* and Buzovetsky* et al. 2018). *Indicates co-first authors. K.M.K., O.B., C.S., D.T., N.F., J.C., O.T.K., and Y.X. designed the research; K.M.K., O.B., C.S., D.T., and V.S. performed the research; K.M.K., O.B., C.S., D.T., F.T., K.R., N.F., G.G., V.B., X.J., O.T.K., J.C., and Y.X. analyzed the data; and K.M.K., O.B., and Y.X. wrote the paper with contributions from O.T.K. and J.C. K.M.K and O.B contributed to the optimization of crystals and structural analysis that resulted in Figures 2-1, 2-5 and 2-6. K.M.K. and O.B. contributed to the oligomerization assays shown in Figures 2-4A and 2-4B. O.B generated data for the HPLC-based activity assay in Figure 2-2C. K.M.K generated malachite-based activity assay data shown in Figures 2-2D, 2-4C, and 2-4D. Our colleagues in the Cinatl Group at Goethe University of Frankfurt and the Keppler group at Ludwig Maximilians University generated the *in vivo* data shown in Figure 2-3.

2.2 Summary

Sterile alpha motif and histidine-aspartate domain–containing protein 1 (SAMHD1) is a deoxynucleoside triphosphate triphosphohydrolase (dNTPase) that depletes cellular dNTPs in non-cycling cells to promote genome stability and to inhibit retroviral and herpes viral replication. In addition to being substrates, cellular nucleotides also allosterically regulate SAMHD1 activity. Recently, it was shown that high expression levels of SAMHD1 are also correlated with significantly worse patient
responses to nucleotide analog drugs that are important for treating a variety of cancers, including acute myeloid leukemia (AML). In this study, we used biochemical, structural, and cellular methods to examine the interactions of various cancer drugs with SAMHD1. We found that both the catalytic and the allosteric sites of SAMHD1 are sensitive to sugar modifications of the nucleotide analogs, with the allosteric site being significantly more restrictive. Nucleotide analogs, including cladribine-TP, clofarabine-TP, fludarabine-TP, vidarabine-TP, cytarabine-TP, and gemcitabine-TP were crystallized in the catalytic pocket of SAMHD1. We find that all of these drugs are substrates of SAMHD1 and that the efficacy of most of these drugs is affected by SAMHD1 activity. Of the nucleotide analogs tested, only cladribine-TP with a deoxyribose sugar efficiently induced the catalytically active SAMHD1 tetramer. Together, these results establish a detailed framework for understanding the substrate specificity and allosteric activation of SAMHD1 with regards to nucleotide analogs, which can be used to improve current cancer and antiviral therapies.

2.3 Introduction

SAMHD1 is a triphosphohydrolase that severs the triphosphate group from deoxynucleoside triphosphates (dNTPs) (Franzolin, Pontarin et al., 2013, Goldstone, Ennis-Adeniran et al., 2011). A major function of SAMHD1 is to reduce the dNTP pool in non-cycling cells, making it an important regulator of dNTP levels in the cell (Franzolin et al., 2013). In addition to its role in regulating genome stability, SAMHD1 is best known for its ability to block infection of a broad range of retroviruses including human immunodeficiency virus type 1 (HIV-1). During viral infection, SAMHD1 depletes the cellular dNTPs needed for reverse transcription of the viral RNA genome.
SAMHD1 is an important general sensor and regulator of the dNTP pools and thus it is crucial to genome maintenance. All canonical dNTPs are both substrates and allosteric activators, and this promiscuity allows SAMHD1 to target therapeutic molecules that resemble nucleotides in structure. Nucleoside analogs are a large class of drugs which are used to treat viral infections and many types of cancers (Balzarini, 2000, Bonate, Arthaud et al., 2006, Ewald, Sampath et al., 2008, Fridle, Medinger et al., 2017, Galmarini, Mackey et al., 2001, Jordheim, Durantel et al., 2013, Liliemark, 1997, Tamamyan, Kadia et al., 2017). These compounds interfere with viral replication or cancer cell proliferation upon incorporation into newly synthesized DNA, resulting in
chain terminations, accumulation of mutations, and often cell apoptosis (Balzarini, 2000, Ewald et al., 2008, Jordheim et al., 2013). Several recent reports have demonstrated that SAMHD1 reduces the efficacy of nucleotide analog drugs by depleting their cellular concentrations (Hollenbaugh, Shelton et al., 2017, Schneider, Oellerich et al., 2017). Strikingly, SAMHD1 expression levels were shown to be highly predictive of patient response to cytarabine, the primary treatment for acute myeloid leukemia (AML) (Schneider et al., 2017). Although the kinetic parameters of SAMHD1 activity has been thoroughly studied for canonical dNTPs (Arnold, Groom et al., 2015, Miazzi, Ferraro et al., 2014, Wang, Bhattacharya et al., 2016), better characterization of SAMHD1 substrate specificity is needed for the optimal administration of current nucleoside analog drugs.

Interestingly, SAMHD1 activity has been shown to increase the efficacy of some nucleotide analogs that are not substrates of SAMHD1 (Amie, Daly et al., 2013, Ordonez, Kunzelmann et al., 2017). In these cases, SAMHD1 activity allows the non-substrate nucleotide analogs to better compete for target active sites by depleting cellular dNTPs. Therefore, depending on how SAMHD1 interacts with a particular nucleotide analog of interest, it might be desirable to either inhibit or increase SAMHD1 activity. To selectively modulate SAMHD1 activity, it is important to fully understand how nucleotide analog drugs either bind to the allosteric site to assemble an active tetramer or bind the catalytic site to be hydrolyzed.

In this study, we characterized SAMHD1 interactions with a panel of nucleotide analogs that are used to treat a variety of cancers and viral infections (Bonate et al., 2006, Ewald et al., 2008, Fridle et al., 2017, Liliemark, 1997, Whitley, Alford et al., 1980, Whitley, Tucker et al., 1980) (Fig. 2-1A). We found that the catalytic site of SAMHD1 is
very promiscuous, allowing SAMHD1 to hydrolyze most of the analogs tested here. On the other hand, Allo-site 2 is more restrictive to modifications of the 2’ sugar moiety of the drug. These results are important for the assessment of SAMHD1 as a potential target for cancer therapy, the design of non-hydrolysable derivatives, and the development of modulators of SAMHD1 activity to combine with existing therapies. In addition, this work contributes to a greater understanding of the structural and biochemical principles of SAMHD1 substrate selectivity and allosteric activation.

Nucleoside analog drugs are widely used to treat a variety of cancers and viral infections. With an essential role in regulating the nucleotide pool in the cell by degrading cellular nucleotides, SAMHD1 has the potential to decrease the cellular concentration of frequently prescribed nucleotide analogs and thereby decrease their clinical efficacy in cancer therapy. To improve future nucleotide analog treatments, it is important to understand SAMHD1 interactions with these drugs. Our work thoroughly examines the extent to which nucleotide analogs interact with the catalytic and allosteric sites of SAMHD1. This work contributes to the assessment of SAMHD1 as a potential therapeutic target for cancer therapy and the future design of SAMHD1 modulators that might improve the efficacy of existing therapies.

2.4 Results

2.4.1 Crystal Structures of nucleotide analogs bound to SAMHD1 catalytic pocket

To better understand the structural basis for nucleotide analog binding in the catalytic pocket of SAMHD1, we co-crystallized the inactive catalytic domain of SAMHD1 (residues 113-626 with H206R/D207N mutations to inhibit catalysis) with six
Figure 2-1. Substrate specificity of SAMHD1 is determined by 2’ sugar moiety.

(A) Chemical structures of nucleoside analogs used in this study. (B) 2Fo-Fc electron density ($\sigma = 1.0$) for the nucleotide analog drugs crystallized in the catalytic pocket of SAMHD1. Black asterisks indicate sites of modifications. (C) Top: Transparent surface view of SAMHD1 tetramer with each subunit in a different color. Selected allosteric nucleotides are shown in red sticks and a nucleotide in a catalytic pocket is shown in blue sticks. Bottom: Superposition of all the nucleotide analogs bound to the SAMHD1 catalytic pocket. SAMHD1 backbone is shown as coils with side chains shown as sticks. Cladribine-TP (cyan), clofarabine-TP (magenta), fludarabine-TP (green), vidarabine-TP (wheat), cytarabine-TP (purple), and gemcitabine-TP (orange) are shown as sticks. (D) Water networks (shown as red spheres) observed for each nucleotide analog bound to the SAMHD1 catalytic site. Black dashed lines indicate hydrogen bonds.

selected cancer and antiviral drugs. This SAMHD1 mutant has been previously shown to be identical in conformation and nucleotide-binding properties to the wildtype (WT) enzyme, but it is more amenable to crystallization (Ji et al., 2014, Ji et al., 2013, Koharudin et al., 2014, Zhu et al., 2015). The crystal structures of these SAMHD1-nucleotide analog complexes were determined at resolutions ranging from 1.7 to 2.5 Å
Table 2-1. Data collection and refinement statistics for the seven crystal structures of SAMHD1 HD bound to nucleotide analogues.

<table>
<thead>
<tr>
<th>Accession Code</th>
<th>Cladrabine-TP</th>
<th>Clofarabine-TP</th>
<th>Fludarabine-TP</th>
<th>Vidarabine-TP</th>
<th>Cytarabine-TP</th>
<th>Gemcitabine-TP</th>
<th>(2’R)-2’-F-dCTP</th>
</tr>
</thead>
<tbody>
<tr>
<td>6DW4</td>
<td>6DW2</td>
<td>6DWK</td>
<td>6DWJ</td>
<td>6DW3</td>
<td>6DW5</td>
<td>6DW7</td>
<td></td>
</tr>
<tr>
<td>Data Collection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wavelength (Å)</td>
<td>0.97920</td>
<td>0.97920</td>
<td>0.97920</td>
<td>0.92014</td>
<td>0.97920</td>
<td>0.97910</td>
<td>0.97912</td>
</tr>
<tr>
<td>Cell Dimensions</td>
<td>P2₁</td>
<td>P2₁</td>
<td>P2₁</td>
<td>P2₁</td>
<td>P2₁</td>
<td>P2₁</td>
<td>P2₁</td>
</tr>
<tr>
<td>a, b, c (Å)</td>
<td>80.3, 142.3, 98.4</td>
<td>80.5, 142.2, 98.8</td>
<td>87.7, 146.7, 99.1</td>
<td>86.9, 146.7, 99.6</td>
<td>87.3, 147.3, 98.5</td>
<td>80.7, 142.9, 98.9</td>
<td>84.5, 146.4, 98.9</td>
</tr>
<tr>
<td>α, β, γ (°)</td>
<td>90, 114.1, 90</td>
<td>90, 114.1, 90</td>
<td>90, 114.5, 90</td>
<td>90, 114.5, 90</td>
<td>90, 114.6, 90</td>
<td>90, 113.9, 90</td>
<td>90, 113.7, 90</td>
</tr>
<tr>
<td>Molecules/asymmetric unit</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Resolution (Å)</td>
<td>50-2.00 (2.03-2.00)</td>
<td>50-1.70 (1.73-1.70)</td>
<td>50-2.30 (2.34-2.30)</td>
<td>50-2.50 (2.54-2.50)</td>
<td>50-2.20 (2.24-2.20)</td>
<td>50-1.93 (1.96-1.93)</td>
<td>50-2.5 (2.54-2.50)</td>
</tr>
<tr>
<td>Unique reflections</td>
<td>129994 (5987)</td>
<td>209481 (10552)</td>
<td>100887 (5041)</td>
<td>75598 (3796)</td>
<td>11033 (5500)</td>
<td>148608 (7362)</td>
<td>76374 (3868)</td>
</tr>
<tr>
<td>Rmerge</td>
<td>0.080 (0.682)</td>
<td>0.086 (&gt;1)</td>
<td>0.158 (&gt;1)</td>
<td>0.107 (0.737)</td>
<td>0.123 (&gt;1)</td>
<td>0.093 (0.775)</td>
<td>0.126 (0.892)</td>
</tr>
<tr>
<td>Mean I / σI</td>
<td>12.6 (1.6)</td>
<td>15.0 (1.2)</td>
<td>9.3 (1.4)</td>
<td>10.0 (2.2)</td>
<td>7.0 (0.8)</td>
<td>13.2 (1.8)</td>
<td>6.3 (1.4)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>95.1 (87.7)</td>
<td>94.1 (94.7)</td>
<td>99.5 (99.8)</td>
<td>97.4 (97.1)</td>
<td>98.5 (98.2)</td>
<td>97.0 (96.4)</td>
<td>97.5 (98.7)</td>
</tr>
<tr>
<td>Redundancy</td>
<td>3.0 (2.7)</td>
<td>4.2 (4.0)</td>
<td>5.7 (5.6)</td>
<td>3.5 (3.3)</td>
<td>2.9 (2.8)</td>
<td>3.5 (3.3)</td>
<td>2.9 (3.0)</td>
</tr>
<tr>
<td>CC1/2</td>
<td>0.999 (0.518)</td>
<td>0.999 (0.283)</td>
<td>0.983 (0.185)</td>
<td>0.989 (0.688)</td>
<td>0.997 (0.252)</td>
<td>0.998 (0.521)</td>
<td>0.985 (0.427)</td>
</tr>
<tr>
<td>Refinement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-hydrogen atoms</td>
<td>17077</td>
<td>17162</td>
<td>16439</td>
<td>16328</td>
<td>16399</td>
<td>16603</td>
<td>16049</td>
</tr>
<tr>
<td>Rwork/Rfree (%)</td>
<td>16.9/20.2 (26.6/26.5)</td>
<td>17.6/20.2 (30.8/31.4)</td>
<td>17.6/21.2 (26.2/26.0)</td>
<td>17.5/20.8 (26.6/32.7)</td>
<td>19.0/22.8 (37.7/38.1)</td>
<td>17.3/20.5 (26.6/28.2)</td>
<td>21.2/25.0 (39.0/38.6)</td>
</tr>
<tr>
<td>Average B factor</td>
<td>32</td>
<td>29</td>
<td>46</td>
<td>74</td>
<td>43</td>
<td>37</td>
<td>67</td>
</tr>
<tr>
<td>RMSD</td>
<td>Bond lengths</td>
<td>0.020</td>
<td>0.019</td>
<td>0.020</td>
<td>0.019</td>
<td>0.019</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>Bond angles</td>
<td>2.0</td>
<td>2.0</td>
<td>2.1</td>
<td>2.0</td>
<td>2.0</td>
<td>2.1</td>
</tr>
<tr>
<td>Ramachandran Analysis</td>
<td>Preferred regions (%)</td>
<td>98.3</td>
<td>98.3</td>
<td>97.8</td>
<td>98.6</td>
<td>98.5</td>
<td>98.3</td>
</tr>
<tr>
<td></td>
<td>Allowed regions (%)</td>
<td>1.7</td>
<td>1.7</td>
<td>2.1</td>
<td>1.4</td>
<td>2.3</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>Outliers (%)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Statistics in parentheses indicate those for the highest resolution shell.
(Table 2-1), with electron density that allows for unambiguous identification of each substrate in the catalytic pocket (Fig. 2-1B). The structures of SAMHD1 bound to these nucleotide analogs are similar to those obtained with canonical nucleotides (Ji et al., 2014, Koharudin et al., 2014). Nucleotide analog binding does not alter the architecture of the SAMHD1 catalytic pocket (Fig. 2-1C), and these nucleotide analogs adopt similar conformations to the canonical nucleotides in the pocket. This suggests that the nucleotide modifications tested here do not disturb the overall integrity of the catalytic pocket or induce large structural rearrangements. The promiscuous catalytic pocket of SAMHD1 likely accommodates other nucleotide analogs with similar modifications.

2.4.2 Base modification has modest effects on substrate binding

Modifications on the Watson-Crick base edge are well tolerated at the catalytic site of SAMHD1. Consistent with previous observations with dNTPs (Ji et al., 2014, Koharudin et al., 2014), there are no base-specific interactions between SAMHD1 and the bases of the nucleotide analogs. Water networks in the active site of SAMHD1 stabilize the nucleotide analogs in the pocket, similarly to canonical dNTPs. In each case, three to four water molecules bridge interactions from SAMHD1 to the Watson-Crick and sugar edges of the bound analog (Fig. 2-1D). Cytarabine-TP and gemcitabine-TP, each containing an unmodified cytosine base, maintain water network interactions that closely resemble those reported for dCTP (Fig. 2-1D) (Ji et al., 2014). In our previous structural studies, the adenosine base was not resolved in the dATP-SAMHD1 co-crystal structure due to its relatively weak binding affinity to the catalytic site compared to other dNTPs (Ji et al., 2014). However, clear electron density for the bases of clofarabine-TP,
Figure 2-2. Gemcitabine-TP but not ((2'R)-2'-F)-dCTP is hydrolyzed by SAMHD1 in vitro. 

(A) ((2’S)-2’-OH)) of cytarabine-TP is stabilized by residues Y374 and Y315 through van der Waals interactions. Transparent surface of SAMHD1 is shown with key residues in sticks. (B) 2’,2’-difluorine sugar modification of gemcitabine-TP is stabilized by Van der Waals interactions with residues Y374 and Y315 to compensate potential close contact (yellow caution triangle) between ((2’R)-2’-F) atom and residue L150 in the catalytic site. (C) HPLC-based activity assay measuring product produced by pre-assembled SAMHD1 tetramers in the presence of 25-1600 µM nucleotide analog substrates. Error bars represent standard error of mean (SEM) of three independent experiments. (D) Left: dNTPase activity of SAMHD1 over the course of 30 minutes was measured using a malachite green assay. Product is normalized to SAMHD1 concentration (nmol PO₄ / nmol SAMHD1). SAMHD1 tetramers were pre-assembled with 250 µM GTP and dATP and then diluted 100-fold into 125 µM gemcitabine-TP, cytarabine-TP, dCTP, dATP, ((2’S)-2’-F)-dCTP, ((2’R)-2’-F)-dCTP, or buffer. Error bars represent standard error of the mean (SEM) of three independent experiments. Right: chemical structures of ((2’S)-2’-F)-dCTP and ((2’R)-2’-F)-dCTP analogs. (E) A rigid body model of ((2’R)-2’-F)-dCTP (gray sticks) in the catalytic pocket potentially creates a clash (red cross) with residue L150. 

cladribine-TP, fludarabine-TP, and vidarabine-TP were observed in the current structures (Fig. 2-1B). The additional chlorine atom (cladribine-TP and clofarabine-TP) or fluorine atom (fludarabine-TP) at the C2 position of the bases contribute to a more extensive water network and stabilize these molecules in the active site (Fig. 2-1D). These results
suggest that small modifications in the base are not likely to disrupt binding to the SAMHD1 catalytic pocket because water networks that contact the base are flexible. Some nucleotide modifications may even enhance the water network surrounding the nucleotide analog, possibly increasing its binding affinity.

2.4.3 2’ sugar moiety regulates SAMHD1 substrate specificity

It is well established that NTPs with ribose sugars ((2’R)-2’-OH) are not substrates of SAMHD1 (Goldstone et al., 2011, Ji et al., 2014). We examined how sugar modifications found in nucleotide analog drugs influence their binding to and hydrolysis by SAMHD1, as it has been shown that arabinose-based nucleotides with 2’S sugar modifications are substrates of SAMHD1 (Hollenbaugh et al., 2017, Schneider et al., 2017). Our crystal structures corroborate the finding that arabinose-based sugars, with either ((2’S)-2’-OH) or ((2’S)-2’-F) modifications, are allowed in the catalytic site of SAMHD1. In addition to the canonical interactions observed with dNTP substrates (Ji et al., 2014), we observe van der Waals and stacking interactions between active site residues Y315 and Y374 and the ((2’S)-2’-OH/F) atoms of cytarabine-TP, clofarabine-TP, fludarabine-TP, vidarabine-TP and gemcitabine-TP in the catalytic pocket (Fig. 2-1C, 2-2A and 2-2B). Since the arabinose-like sugar modifications provide an additional interaction with SAMHD1, these modifications likely stabilize these analogs in the catalytic pocket. In contrast, we crystallized SAMHD1 in the presence of 10 mM ((2’R)-2’-F)-dCTP, which has a ribose-like modification, but electron density for this nucleotide analog was not observed in the catalytic pocket.
Table 2-2. Kinetic constants for nucleotide analog hydrolysis by SAMHD1.

<table>
<thead>
<tr>
<th>Substance</th>
<th>$k_{\text{cat}}^\ast$ (s$^{-1}$)</th>
<th>$K_m^\ast$ (µM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dATP</td>
<td>11.4 ± 0.8</td>
<td>781 ± 118</td>
</tr>
<tr>
<td>Cladribine-TP</td>
<td>4.9 ± 0.4</td>
<td>537 ± 118</td>
</tr>
<tr>
<td>Clofarabine-TP</td>
<td>14.2 ± 2.7</td>
<td>2912 ± 770</td>
</tr>
<tr>
<td>Fludarabine-TP</td>
<td>5 ± 0.9</td>
<td>867 ± 322</td>
</tr>
<tr>
<td>Vidarabine-TP</td>
<td>5.6 ± 0.6</td>
<td>873 ± 180</td>
</tr>
<tr>
<td>dCTP</td>
<td>4.7 ± 0.7</td>
<td>648 ± 230</td>
</tr>
<tr>
<td>Cytarabine-TP</td>
<td>3.4 ± 0.4</td>
<td>446 ± 123</td>
</tr>
<tr>
<td>Gemcitabine-TP</td>
<td>2.4 ± 0.2</td>
<td>379 ± 79</td>
</tr>
</tbody>
</table>

*Mean values from three independent experiments ± S.E.M.

Our activity assays also confirmed that the substrate specificity of SAMHD1 has a general dependency on the stereochemistry of the sugar moiety at the 2’ position. We used an HPLC-based assay (Ji et al., 2014) to measure the SAMHD1 enzyme kinetics for these substrates. Larger modifications at the 2’ sugar moiety were generally associated with higher $K_m$ and lower $k_{\text{cat}}^\ast$ values (Fig. 2-2C and Table 2-2). Although most 2’ sugar modifications are tolerated and the analogs can bind SAMHD1 in a similar fashion as evidenced by their structures, modest geometry perturbations due to the 2’ sugar modifications may lead to less catalytically productive binding. Although gemcitabine-TP is a substrate of SAMHD1, its turnover rate and specific constant are only slightly lower than that of cytarabine-TP (Fig. 2-2C and Table 2-2). A previous report did not observe hydrolysis of gemcitabine-TP, where the concentration of gemcitabine-TP in monocyte-derived macrophages was not dependent on SAMHD1 protein levels (Hollenbaugh et al., 2017). This is perhaps due to the difficulty in detecting the hydrolysis of gemcitabine in the complex cellular environment.
To reconcile the discrepancy regarding gemcitabine-TP hydrolysis, we directly compared the hydrolysis of the doubly modified gemcitabine-TP to the singly modified ((2′S)-2′-F)-dCTP and ((2′R)-2′-F)-dCTP in vitro in a time course assay (Fig. 2-2D). We observed that SAMHD1 hydrolyzes ((2′S)-2′-F)-dCTP similar to cytarabine-TP, but gemcitabine-TP is hydrolyzed at a lower rate and ((2′R)-2′-F)-dCTP is unreactive (Fig. 2-2D). In general, these results confirmed other reports that arabinose-based nucleotide analogs are substrates of SAMHD1, whereas the ribose-based ((2′R)-2′-F)-dCTP is not (Hollenbaugh et al., 2017, Schneider et al., 2017). As evidenced by the electron density of gemcitabine-TP in the catalytic pocket, both the 2′S and 2′R fluorine modifications are accommodated in the catalytic pocket of SAMHD1. However, the substructure ((2′R)-2′-F)-dCTP, with a single 2′R modification, is not accommodated. Rigid modeling of this compound into the catalytic pocket predicts that the (2′R)-2′-F atom would clash with L150 (Fig. 2-2D). This suggests that the 2′R modification is permitted only in the context of a 2′,2′-difluorine sugar modification, but not alone (Fig. 2-2B and 2-2E). SAMHD1’s discrimination between these two substrates may arise from interactions between Y315/Y374 and the 2′S fluorine atom, which might partially compensate for the sterically unfavorable 2′R fluorine modification (Fig. 2-2B and 2-2E). The presence of the 2R’ modification may lead to a less suitable positioning of the nucleotide in the catalytic pocket for catalysis as compared to 2′S modifications alone (Fig. 2-2A and Fig. 2-2B). Although we captured gemcitabine-TP in the catalytic pocket at a high concentration (5 mM), the catalytically productive conformations may not be readily formed at lower concentrations used in cellular studies. This is consistent with the low \( k_{\text{cat}} \) value of gemcitabine-TP in our measurements (Fig. 2-2C). These results support the
notion that the catalytic pocket of SAMHD1 is highly sensitive to the stereochemistry of 2’ sugar modification.

2.4.4 SAMHD1 hydrolyzes various nucleotide analogs in vivo

Since SAMHD1 is capable of hydrolyzing cancer drugs in vitro, it has the potential for decreasing their therapeutic efficacies. We explored the extent to which the triphosphates of each of these nucleotide analogs are degraded by SAMHD1 in the cell following uptake and metabolic activation. A recent report demonstrated a strong inverse correlation between SAMHD1 expression in leukemic blasts and AML patients’ clinical response to cytarabine therapy (Schneider et al., 2017). Similarly, our colleagues in the Cinatl Group at Goethe University of Frankfurt and the Keppler group at Ludwig Maximilians University found that the IC_{50} values of fludarabine-TP and clofarabine-TP in AML cell lines were also correlated with SAMHD1 protein expression levels (Fig. 2-3A). However, this effect was not observed for cladribine-TP or gemcitabine-TP. We also tested whether the depletion of SAMHD1 in THP-1 cells via knock-out or targeted proteasomal degradation by Vpx-VLPs affected the IC_{50} values of these drugs. Although a strong effect was observed for cytarabine-TP and a moderate effect was observed for fludarabine-TP, clofarabine-TP, vidarabine-TP and cladribine-TP (Fig. 2-3B), there was no effect on the IC_{50} value for gemcitabine-TP (Fig. 2-3B). To directly measure SAMHD1’s effect on each nucleotide analog’s concentration in the cell, we used LC-MS/MS to quantify drugs found in cells with or without SAMHD1 expression. Their results show that clofarabine-TP, fludarabine-TP, and cytarabine-TP were strongly depleted by SAMHD1, whereas cladribine-TP was depleted to a low extent and gemcitabine-TP levels remained unaffected (Fig. 2-3C). Although SAMHD1 hydrolyzes
Figure 2-3. SAMHD1 depletes several TPs of nucleoside analogs in vivo.

(A) Correlations of cytarabine, clofarabine, fludarabine, cladribine, and gemcitabine concentrations inhibiting 50% of cell viability (IC$_{50}$) and relative protein expression levels of SAMHD1 in 13 AML cell lines. Relative expression levels (ratios of a SAMHD1/β-actin) are shown as arbitrary units (a.u.). Ratio of SAMHD1/β-actin for parental THP-1 cells is set to 1.0 and ratios of other cell lines are set relative to it. Closed circles represent mean values and error bars indicate SD of three independent experiments. Correlations were analyzed using linear or log-linear regression models. (B) Cytarabine, fludarabine, clofarabine, cladribine or gemcitabine IC$_{50}$ values of THP-1 KO, THP-1 Control cells, or parental THP-1 cells exposed to VSV-G pseudotyped VLPs carrying either lentiviral Vpr (Vpr-VLP, control) or SAMHD1-degrading Vpx proteins (Vpx-VLP). The bars represent mean values and the error bars are the SD of three independent experiments. The numbers above indicate factor of decrease of the IC$_{50}$ values in the absence of SAMHD1. Statistical analyses were performed using unpaired two-tailed Students’ t-test comparing treated samples with untreated control. ***p < 0.001  (C) Representative liquid chromatography tandem mass spectrometry measurements (LC-MS/MS) of cytarabine-TP, fludarabine-TP, clofarabine-TP, cladribine-TP or gemcitabine-TP in THP-1 KO cells (black) and THP-1 control cells (red).
gemcitabine in vitro with a low activity, this effect may not be detectable under normal cellular conditions. These cell-based assays indeed corroborate previous reports that gemcitabine-TP is not significantly degraded by SAMHD1 in vivo (Hollenbaugh et al., 2017, Schneider et al., 2017). The structural and biochemical framework established in this study also allows for the rational modeling of other known cancer drugs into the catalytic pocket of SAMHD1. For example, the IC₅₀ of nelarabine-TP in AML cell lines relies on the expression level of SAMHD1, indicating that it is a substrate of SAMHD1 too. Modeling the metabolite araGTP into the catalytic pocket of SAMHD1 predicts that it would fit into the catalytic pocket like any other arabinose-based nucleotide analog, such as vidarabine-TP.

2.4.5 Allosteric site 2 of SAMHD1 is more restrictive than its catalytic site

In addition to establishing SAMHD1’s substrate specificity for nucleotide analogs, we also tested whether these drugs were capable of binding to the allosteric sites to induce the catalytically active SAMHD1 tetramer. None of the nucleotide analogs tested here contained the guanosine base required for Allo-site 1 binding, thus they alone were not sufficient for SAMHD1 activation. To test which analogs bind Allo-site 2, we monitored the oligomerization state of SAMHD1 in the presence of GTP and each of the analogs. Previous studies indicated that clofarabine-TP is an activator of SAMHD1 (Arnold, Kunzelmann et al., 2015), but cytarabine-TP is not (Hollenbaugh et al., 2017, Schneider et al., 2017). Consistent with these reports, our size exclusion chromatography (SEC) assays showed that only clofarabine-TP and cladribine-TP caused a shift in the elution profile of SAMHD1 towards a higher molecular weight species (Fig. 2-4A), with
Figure 2-4. The allosteric sites of SAMHD1 are highly restrictive.

(A) Size exclusion chromatography elution profile of SAMHD1 in the presence of 0.5 mM GTP and 4 mM of color-coded nucleotide analog. (B) SV-AUC analysis of SAMHD1 in the absence of nucleotides or the presence of dGTP, GTP with clofarabine-TP, or GTP with cladribine-TP at a final concentration of 150 µM. (C) Malachite green activity assay performed in the presence of 125 µM GTP and 125 µM dCTP, dATP, nucleotide analog, or buffer. Error bars represent SEM of three independent experiments. (D) Malachite green activity assay measuring the hydrolysis of dATP by SAMHD1 tetramers pre-assembled in the presence of 125 µM GTP and 6.3-3200 µM dATP, cladribine-TP, clofarabine-TP, or ATP. Error bars represent SEM of three independent experiments.

cladribine-TP being more effective at inducing SAMHD1 oligomerization.

Sedimentation velocity analytical ultracentrifugation (SV-AUC) also showed that cladribine-TP induced SAMHD1 oligomerization (Fig. 2-4B). However, clofarabine-TP-induced SAMHD1 oligomerization was not detected by SV-AUC, likely due to...
experimental constraints requiring about 40-fold less nucleotide analogs compared to SEC. When mixed with GTP, cladribine-TP and to some extent clofarabine-TP both induce SAMHD1 activity (Fig. 2-4C). To compare relative affinities of each drug for Allo-site 2, we measured the activity of SAMHD1 pre-assembled with GTP and increasing concentrations of dATP, cladribine-TP, clofarabine-TP, and ATP activators (Hansen et al., 2014, Ji et al., 2014). Hydrolysis of the dATP substrate was measured as readout for the effective affinity of the activators in the Allo-site 2. While cladribine-TP assembled active SAMHD1 tetramers with a modest efficiency, the apparent affinity of clofarabine-TP for Allo-site 2 is drastically reduced (Fig. 2-4D). Together, these results suggest that only minor sugar modifications are permitted for SAMHD1 allosteric activators.

2.4.6 2’ sugar modifications are highly restrictive at the allosteric site 2

To examine how SAMHD1 accommodates nucleotide analogs in the allosteric pocket, we attempted to crystalize SAMHD1 with GTP and each of the nucleotide analogs assayed above. Consistent with our activity assay and oligomerization measurements, only the two allosteric activators, cladribine-TP and clofarabine-TP, resulted in SAMHD1 tetramer crystals. The resulting structures revealed unambiguous electron density for each nucleotide in the Allo-site 2 (Fig. 2-5A). As predicted, the nucleotide analogs bind to Allo-site 2 and GTP binds to the adjacent Allo-site 1. The allosteric sites are not disturbed by cladribine-TP or clofarabine-TP, as the chlorine atom modification at the C2 position of the base does not interfere with the allosteric pocket interactions (Fig. 2-5B). Hydrogen bonds between the adenosine base and residues N119 and N358 (Ji et al., 2014) are preserved in the cladribine-TP and clofarabine-TP
Figure 2-5. Structures of cladribine-TP and clofarabine-TP bound to Allo-site 2 of SAMHD1.

(A) 2F_o-F_c electron density (σ = 1.0) for GTP, cladribine-TP, and clofarabine-TP in the allosteric pocket of SAMHD1. Black asterisks indicate sites of modifications, and black dotted lines indicate hydrogen bonds. (B) Left: Transparent surface view of the SAMHD1 tetramer. Right: Overlay of cladribine-TP (cyan) and clofarabine-TP (pink) in Allo-site 2. Main chain of SAMHD1 is shown as tubes with selected residues and nucleotides represented as sticks. Residues important for gating the 2’-atom are highlighted in thicker sticks. Black asterisks indicate sites of modification. (C) The structure of cladribine-TP (cyan, sticks) in Allo-site 2 with V156, F157, and H376 shown as sticks under the semitransparent surface of SAMHD1. (D) The structure of clofarabine-TP (pink, sticks) in Allo-site 2 with close contacts between the ((2’S)-2’-F) atom and V156, F157, and H376 highlighted with caution triangles and yellow dashed lines. (E) A rigid body model of cytarabine-TP in Allo-site 2 with potential steric clashes between the ((2’S)-2’-OH) group and V156 and H376 highlighted with a red cross and red dashed lines. (F) A rigid body model of gemcitabine-TP in Allo-site 2 with a potential steric clash between the ((2’R)-2’-F) atom and F157 highlighted with a red cross and red dashed lines.

structures, allowing for the correct positioning of each nucleotide in the Allo-site 2 pocket. These results suggest that nucleotide analogs with some similar modifications at the Watson-Crick edge of the base may also be permitted in Allo-site 2.

While modest base modifications do not affect Allo-site 2 binding, modifications to the sugar at the 2’ position are restricted. We found that Allo-site 2 excludes all
arabinose-based analogs with the (2’S)-2’-OH group, which is consistent with previous observations (Schneider et al., 2017). The ribose-based (2’R)-2’-F)-dCTP is also excluded from the site, similarly as the NTP molecules reported before (Ji et al., 2014). As expected, Allo-site 2 does not tolerate a nucleotide with 2’,2’-difluorine modifications. The exclusion of nucleotides with these sugar modifications is likely due to SAMHD1 residues H376, V156, and F157 which form a tight pocket around the 2’ carbon of the dNTPs (Fig. 2-5B and 2-5C). While clofarabine-TP, which contains a (2’S)-2’-F) modification in this position, is accommodated at this site, the structure shows that the fluorine atom may still cause some steric constraints (Fig. 2-5D). This is consistent with our oligomerization and activity assays, which showed reduced SAMHD1 activation by clofarabine-TP (Fig. 2-4C). Modeling cytarabine-TP in the Allo-site 2 pocket suggests steric clashes arise between the (2’S)-2’-OH group and residues H376 and V156 of SAMHD1 (Fig. 2-5E). On the other side of the sugar ring, residue F157 limits the accessibility of nucleotides with (2’R)-2’-OH or (2’R)-2’-F) modifications, such as gemcitabine-TP (Fig. 2-5F). Cladribine-TP is the only deoxyribonucleotide analog tested here, and most likely the lack of a 2’ sugar modification allows it to be the strongest allosteric activator of SAMHD1. Overall, Allo-site 2 in SAMHD1 was highly sensitive to modifications of the 2’ position of the sugar, and this moiety is a major binding determinant of nucleotide analog binding to the allosteric site.

2.5 Discussion

The study presented herein provides a comprehensive structural and biochemical framework for understanding how a wide range of nucleotide analog drugs interact with SAMHD1. Our biochemical and structural analyses of a panel of nucleotide analogs, with
Figure 2-6. Summary of the effects of the 2’ sugar moiety on nucleotide analog binding to the catalytic and allosteric sites of SAMHD1.

*Middle:* Transparent surface view of SAMHD1 tetramer. *Left:* In the catalytic pocket of SAMHD1, while small substitutions such as fluorine atoms at the 2’R and 2’S positions of the sugar are permitted (green circle), their access to the 2’R position is limited (yellow circle). Larger modifications, such as hydroxyl groups, are permitted in the 2’S position, but not the 2’R position (red circle). *Right:* In Allo-site 2 of SAMHD1, hydroxyl groups are prohibited in both 2’R and 2’S positions of the sugar moiety. Fluorine atoms have limited access to the 2’S position, but they are prohibited from the 2’R position. Small base modifications such as fluorine or chlorine atoms are tolerated in both Allo-site 2 and the catalytic site.

A variety of 2’ sugar modifications, reveal the detailed binding determinants for the catalytic site of SAMHD1 (Fig. 2-1 and Fig. 2-6). SAMHD1 selects substrates through indirect interactions between water molecules in the catalytic pocket and the base of the analog drugs. The network of water molecules changes to adapt to variations found in the nucleotide analogs. Water-mediated interactions between the substrate and the enzyme allow for binding pocket plasticity and accommodation of different modifications. In addition, the catalytic pocket is accessible to the arabinose-like 2’ sugar modifications with the 2’S geometry. This provides a mechanistic understanding of the findings that arabinose-based nucleotides are substrates of SAMHD1 (Hollenbaugh et al., 2017, Schneider et al., 2017). Interestingly, we were able to observe electron density for analogs with modified adenosine bases, which was previously unresolved in our dATP-
SAMHD1 structure (Ji et al., 2014). This indicates that the nucleotide analog modifications may provide additional stabilizing interactions with the catalytic pocket of SAMHD1.

Our results also demonstrate that a nucleotide analog can bind to the allosteric sites of SAMHD1 to activate the enzyme, depending on modifications to its sugar moiety (Fig. 2-5 and Fig. 2-6). We show that modest base modifications, such as a chlorine atom at C2 of adenine, are tolerated at the Allo-site 2. In contrast, Allo-site 2 does not allow arabinose-based or ribose-based nucleotides. Only deoxyribose-based nucleotides, such as cladribine-TP, can efficiently enter Allo-site 2 (Fig. 2-5 and 2-6). The results suggest that any modifications to the 2’ carbon of the sugar ring may affect the drug’s binding affinity to the allosteric pocket. These findings may help advance the understanding of the effect of current nucleotide analog drugs and guide the design of non-hydrolysable analogs that can activate SAMHD1 for targeted depletion of cellular dNTP pools.

Interestingly, we found that cytarabine-TP is particularly dependent on SAMHD1 cellular expression compared to other drugs tested in this study. Although many of the drugs tested were hydrolyzed by purified SAMHD1 in our biochemical assays, the effect of SAMHD1 expression on drug efficacy varied in cells. This may be due to different interactions between these drugs with other components of the nucleotide metabolism pathway in the cell. For example, even though clofarabine, fludarabine and cladribine are similar in structure, these drugs have been reported to have varying degrees of interactions with cellular factors that affect their ability to be phosphorylated by deoxycytidine kinase and to inhibit ribonucleotide reductase activity and DNA/RNA chain elongation (Bonate et al., 2006). Moreover, nucleoside analogs may differentially
influence activity and expression of cell cycle regulatory proteins such as cyclins and cyclin dependent kinases (Bastin-Coyette, Cardoen et al., 2011, Radosevic, Delmer et al., 2001) which in turn may interact with SAMHD1 and influence its dNTPase activity in leukemic cells (St Gelais, Kim et al., 2018). It remains possible that, although these drugs are hydrolyzed to a similar extent by SAMHD1 in vitro, their metabolism in the cell might be influenced by other cellular factors. In the case of cytarabine, our in vivo data strongly support that SAMHD1 is one of the main determinants of intracellular cytarabine-TP concentrations. On the other hand, we demonstrated that SAMHD1 strongly hydrolyzed cladribine-TP in vitro but had little influence on cladribine-TP concentrations and activity in AML cells. Combining biochemical, biophysical, and cellular studies offers a comprehensive approach to evaluate the response of nucleoside analog drugs to SAMHD1 both at the mechanistic level and in application.

SAMHD1’s substrate promiscuity helps it function as a general sensor and regulator of nucleotide pools, but it also allows SAMHD1 to facilitate cancer cells to escape from nucleotide analog treatments. Thus, it is important to consider how different modifications affect a nucleotide analog drug’s access to the catalytic and allosteric sites of SAMHD1 (Fig. 2-6) when developing new therapies. Defining SAMHD1 interactions with nucleotide analog drugs may be critical for better predicting patient response to the current and future therapies. More detailed future studies may focus on how each of these analogs competes for relevant active sites. It will shed light on the extent to which nucleotide analogs can be combined to improve current treatments.
2.6 Future Directions

Nucleoside analog drugs are widely used to treat a variety of cancers and viral infections. With an essential role in regulating the nucleotide pool in the cell by degrading cellular nucleotides, SAMHD1 has the potential to decrease the cellular concentration of frequently prescribed nucleotide analogs and thereby decrease their clinical efficacy in cancer therapy. To improve future nucleotide analog treatments, it is important to understand SAMHD1 interactions with these drugs. Our work thoroughly examines the extent to which nucleotide analogs interact with the catalytic and allosteric sites of SAMHD1. This work contributes to the assessment of SAMHD1 as a potential therapeutic target for cancer therapy and the future design of SAMHD1 modulators that might improve the efficacy of existing therapies as outlined in the appendix.

2.7 Experimental Procedures

2.7.1 Nucleotide analog compounds

GTP, dATP, and dCTP were purchased from Thermo Scientific. Cytarabine-TP, cladribine-TP, clofarabine-TP, fludarabine-TP, gemicitabine-TP, ((2’R)-2’-F)-dCTP and ((2’S)-2’-F)-dCTP for in vitro assays were purchased from Jena Biosciences. The precursor nucleoside analogs (unphosphorylated) used for all cell culture assays were purchased from the following sources: Tocris (cytarabine, fludarabine, clofarabine, and cladribine), Accord Healthcare GmbH (gemicitabine) and Jena Bioscience (vidarabine and nelarabine). All nucleotide standards, internal standards, and nucleosides for the LC-MS/MS analysis were obtained from Sigma-Aldrich, Silantes or Alsachim (Thomas,
Herold et al., 2015). Cytarabine-$^{13}$C$_3$ was purchased from Santa Cruz and used for LC-MS/MS analysis.

### 2.7.2 Protein expression and purification

N-terminal 6×His-tagged SAMHD1 (residues 113-626) was expressed in *Escherichia coli* and purified using Ni-NTA affinity and size-exclusion chromatography as previously described (Ji et al., 2014).

### 2.7.3 Analytical size exclusion chromatography

Purified samples of SAMHD1 (2 mg/mL, 50 µl) mixed with a final concentration of 500 µM GTP and 4 mM nucleotide analog were applied to a Superdex 200 5/150 GL column (GE Healthcare) pre-equilibrated in 50 mM Tris-HCl, pH 8.0, 150 mM NaCl, 5 mM MgCl$_2$ and 0.5 mM tris(2-carboxyethyl)phosphine (TCEP). The UV absorbance at 280 nm was measured as the protein sample eluted from the column.

### 2.7.4 Analytical ultracentrifugation (AUC)

Sedimentation velocity experiments were performed with a Beckman XL-I analytical ultracentrifuge. Samples were prepared with protein concentration of 0.8-1.3 mg/mL in the buffer containing 50 mM Tris-HCl, pH 8.0, 150 mM NaCl, 5 mM MgCl$_2$ and 0.5 mM TCEP and equilibrated with a final nucleotide concentration of 150 µM. AUC was performed at 35,000 revolutions per minute (r.p.m) and 20°C with an An60-Ti rotor. The experimental parameters including sample partial specific volume, buffer density and viscosity were calculated with SEDNTERP (http://sednterp.unh.edu/). Velocity data were analyzed using the program SEDFIT (Brown & Schuck, 2006).
2.7.5 Crystallization and data collection

Purified SAMHD1 protein in buffer (50 mM Tris-HCl, pH 8.0, 150 mM NaCl, 5 mM MgCl₂ and 0.5 mM TCEP) was mixed with 1 mM GTP and 10 mM analog nucleotides (5 mM or 0.5 mM for gemcitabine-TP and vidarabine-TP, respectively) with or without 100 µM dATP (or 2.5 mM dATP for vidarabine-TP) and incubated at 4 °C for 15 minutes before crystallization. The small amount of dATP was included to ensure the formation of the SAMHD1 tetramer, as most nucleotide analogs do not bind Allo-site 2. All crystals were grown at 25 °C using the microbatch under-oil method by mixing 1 µL protein (5 mg/mL) with 1 µL crystallization buffer (100 mM SPG (Qiagen) buffer, pH 7.4, 25% PEG 1500). Crystals were cryoprotected by crystallization buffer supplemented with 25% (Vol/Vol) glycerol before frozen in liquid nitrogen. Diffraction data were collected at BNL beamline AMX and the Advanced Photon Source beamline 24-ID. The data statistics are summarized in Table 1.

2.7.6 Structure determination and refinement

The structures were solved by molecular replacement using PHASER (McCoy, Grosse-Kunstleve et al., 2007). We used the previously published SAMHD1 tetramer structure (PDB ID 4BZB), with the bound nucleotides removed, as the search model. The model was refined with iterative rounds of TLS and restrained refinement using Refmac5 (Vagin, Steiner et al., 2004) followed by rebuilding the model to the 2Fo-Fc and the Fo-Fc maps using Coot (Emsley & Cowtan, 2004). Refinement statistics are summarized in Table 1. Coordinates and structure factors have been deposited in the Protein Data Bank, with accession codes listed in Table 1.
2.7.7 Malachite green activity assay

The enzymatic activity assay was adapted from (Seamon & Stivers, 2015). All assays were performed with the purified catalytic domain of SAMHD1 (residues 113-626) at 25°C in a reaction buffer containing 50 mM Tris-HCl pH 8, 150 mM NaCl, 5 mM MgCl₂, and 0.5 mM TCEP. Each reaction, containing 10 µM *E. coli* inorganic pyrophosphatase, 0.5 µM SAMHD1, and 125 µM substrate or allosteric activator was quenched with 20 mM EDTA after 5 or 15 minutes. Then, Malachite Green reagent was added to the solution and developed for 15 minutes before the absorbance at 650 nm was measured.

2.7.8 HPLC-based kinetics assay

Reactions were initiated by the addition of pre-assembled SAMHD1 (final concentration of 500 nM) to 12-1600 µM nucleotide analog substrates and incubated at room temperature. Reactions were terminated by a 10× dilution into 20 mM EDTA after 5 minutes. Samples were deproteinized by spinning through an Amicon Ultra 0.5-mL 10-kDa filter (Millipore) for 10 min at 16,000×g. Samples were analyzed by HPLC with 100 µL of sample loaded on the Synergi C18 column 150 × 4.6 mm (Phenomenex). The column was pre-equilibrated in 20 mM ammonium acetate, pH 4.5 (buffer A) and samples were eluted at a flow rate of 1 mL/min with a gradient of methanol (buffer B) over 19 min. UV absorption was recorded at 260 nm.

Kinetic constants describing nucleotide analog hydrolysis were calculated with the Michaelis-Menten equation (eq. 1) using the Prism software (version 7.0a, GraphPad Software, La Jolla CA),
\[ V = \frac{E_t \cdot k_{cat} \cdot X}{K_M + X} \]  

where \( V \) is the enzyme velocity, \( E_t \) is the total amount of enzyme, and \( X \) is the concentration of nucleotide analog. \( E_t \) was constrained to a constant value of 0.005 nanomoles. Data shown in Table 2 indicate the mean of three independent experiments with standard error of three independent experiments.

2.7.9 Cells and cell culture

Human AML cell lines including THP-1 (DSMZ no. ACC16; FAB M6), OCI-AML2 (DSMZ No. ACC 99; FAB M4), OC-AML3 (DSMZ No. ACC 582; FAB M4), Molm13 (DSMZ No. ACC 554; FAB M5a), PL-21 (DSMZ No. ACC 536; FAB M3), HL-60 (DSMZ No. ACC 3; FAB M2), MV4-11 (DSMZ No. ACC 102; FAB M5), SIGM5 (DSMZ No. ACC 468; FAB M5a), ML2 (DSMZ No. ACC 15; FAB M4), NB4 (DSMZ No. ACC 207; FAB M3), KG1 (DSMZ No. ACC 14; FAB not indicated), MonoMac6 (DSMZ No. ACC 124; FAB M5), and HEL (DSMZ No. ACC 11; FAB M6) were obtained from DSMZ (Deutsche Sammlung von Mikroorganismen und Zellkulturen GmbH). A THP-1 cell clone engineered for SAMHD1 deficiency (THP-1 KO) and a corresponding SAMHD1-positive control cell clone (THP-1 Control) have been reported (Wittmann, Behrendt et al., 2015). All cell lines were cultured in IMDM (Biochrom) supplemented with 10 % FBS (SIG-M5 20% FBS), 4 mM L-Glutamine, 100 IU/mL penicillin, and 100 mg/mL streptomycin at 37°C in a humidified 5 % CO₂ incubator. Cells were routinely tested for mycoplasma contamination (LT07-710, Lonza) and authenticated by short tandem repeat profiling, as reported (Capes-Davis, Reid et al., 2013).
2.7.10 Cell viability assay

Viability of AML cell lines treated with various drug concentrations was determined by the 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) dye reduction assay after 96 hours of incubation as described previously (Michaelis, Agha et al., 2015). IC50 values were determined using CalcuSyn (Biosoft).

2.7.11 Immunoblotting

Cells were lysed in Triton X-100 sample buffer and proteins separated by sodium dodecyl sulfate-polyacrylamide gel electrophoresis. Proteins were blotted onto a nitrocellulose membrane (Thermo Scientific). The membrane was incubated overnight at 4°C with primary antibodies used at the indicated dilutions: SAMHD1 (12586-1-AP, Proteintech, 1:1000), β-actin (3598R-100, BioVision via BioCat, 1:2000). Visualization and quantification were performed using fluorescently labeled secondary antibodies (926-32210 IRDye® 800CW goat anti-mouse and 926-32211 IRDye® 800CW goat anti-rabbit, LI-COR, 1:20000) and Odyssey LICOR.

2.7.12 LC-MS/MS analysis

Cells (1 x 10⁶) were treated with 10 µM of the specific drug and incubated at 37°C in a humidified 5% CO2 incubator for 6 h. Subsequently, cells were washed twice in 1 mL PBS, pelleted and stored at -20°C until measurement. The concentrations of dNTPs, ¹³C₃- cytarabine-TP, fludarabine-TP, clofarabine-TP, cladribine-TP and gemcitabine-TP, in the samples were measured by liquid chromatography-electrospray ionization-tandem mass spectrometry as previously described (Thomas et al., 2015). Briefly, the analytes were extracted by protein precipitation with methanol. An anion exchange HPLC column
(BioBasic AX, 150 x 2.1 mm, Thermo) was used for the chromatographic separation and a 5500 QTrap (Sciex) was used as analyzer, operating as triple quadrupole in positive multiple reaction monitoring (MRM) mode. The analysis of the dNTP was performed as previously described (Thomas et al., 2015). Additionally, $^{13}\text{C}_3$-cytarabine-TP, fludarabine-TP, clofarabine-TP, cladribine-TP and gemcitabine-TP were quantified using cytidine-$^{13}\text{C}_9$-$^{15}\text{N}_3$-$5'$-triphosphate as an internal standard (IS). The precursor-to-product ion transitions used as quantifiers were: m/z 487.0 $\rightarrow$ 115.1 for $^{13}\text{C}_3$-cytarabine-TP, m/z 525.7 $\rightarrow$ 154.1 for fludarabine-TP, m/z 543.7 $\rightarrow$ 134.0 for clofarabine-TP, m/z 526.0 $\rightarrow$ 170.0 for cladribine-TP and m/z 504.0 $\rightarrow$ 326.0 for gemcitabine-TP. Due to the lack of commercially available standards, relative quantification was performed by comparing the peak area ratios (analyte/IS) of the differently treated samples.

### 2.7.13 Production of virus-like particles (VLPs)

VLPs, carrying either Vpx or Vpr from SIVmac251, were produced by co-transfection of 293T cells with pSIV3+ gag pol expression plasmids and a plasmid encoding VSV-G. The SIVmac251-based gag-pol expression constructs pSIV3+R- (Vpr-deficient) and pSIV3+X- (Vpx-deficient) were previously reported (Gramberg, Sunseri et al., 2010). The SAMHD1 degradation capacity of Vpx-VLPs was determined in THP-1 cells 24 h post transduction by intracellular SAMHD1 staining. AML cell lines were spinoculated with VSV-G pseudotyped VLPs carrying either Vpx or Vpr. Expression of SAMHD1 was monitored by Western blotting.
2.7.14 **Statistical information**

The average standard errors and standard deviations were calculated from multiple separate experiments as indicated in each figure legends and the results are shown in each graph.

2.7.15 **Data deposition**

The atomic coordinates and structure factors have been deposited in the Protein Data Bank (PDB), www.pdb.org (PDB ID codes 6DW4, 6DWD, 6DWK, 6DW3, 6DW5, AND 6DW7).

2.8 **Acknowledgements**

We thank J. Wang, T. Sasaki, V. Duong, and K. Anderson for technical assistance and discussions. This work was supported in part by NIH grants AI136737 (Y.X) and AI120845 (X.J.), by the Yale Cancer Center Pilot Grant (Y.X.), by Hilfe für krebskranke Kinder Frankfurt e.V. and the Frankfurter Stiftung für krebskranke Kinder (J.C and C.S), and by the Deutsche Forschungsgemeinschaft (KE 742/4-1) (O.T.K). O.B. was supported by the predoctoral program in Cellular and Molecular Biology NIH T32 GM007223 and by the National Science Foundation Graduate Research Fellowship DGE1122492. K.M.K. was supported by the predoctoral program in Biophysics NIH T32 GM008283. G.G. was supported by the Hessischen Landesoffensive zur Entwicklung wissenschaftlicher und ökonomischer Exzellenz (LOEWE-Center) Translational Medicine and Pharmacology. This work is in part based upon research conducted at the Northeastern Collaborative Access Team beamlines, which are funded by the National Institute of General Medical Sciences from NIH (P41 GM103403). The Pilatus 6M
detector on 24-ID-C beam line is funded by a NIH-ORIP HEI grant (S10 RR029205).

This research used resources of the Advanced Photon Source, a U.S. Department of Energy (DOE) Office of Science User Facility operated for the DOE Office of Science by Argonne National Laboratory under Contract No. DE-AC02-06CH11357.

2.9 References


3 Mapping interactions of maedi-visna virus Vif with cellular factors

3.1 Summary

The mammalian apolipoprotein B mRNA-editing enzyme catalytic polypeptide-like 3 (APOBEC3 or A3) family of cytidine deaminases restrict viral infections by mutating viral DNA and impeding reverse transcription. To overcome this antiviral activity, most lentiviruses express a viral accessory protein called Vif, which recruits A3 proteins to Cullin-RING E3 ubiquitin ligases for ubiquitylation and subsequent proteasomal degradation. While primate lentiviral Vif proteins utilize the transcription factor CBFβ as a non-canonical cofactor to stabilize the complex, maedi-visna virus (MVV) Vif hijacks cyclophilin A (CypA) instead. Since CBFβ and CypA are both highly conserved among mammals, the requirement for two different cellular cofactors suggests that these two Vif proteins have different biochemical and structural properties. Our results demonstrate that while some common motifs between HIV-1 Vif and MVV Vif are involved in recruiting Cul5, different determinants in MVV Vif are required in cofactor binding and stabilization of the E3 ligase complex. Results from this study advance our understanding of the mechanism of MVV Vif recruitment of cellular factors and the evolution of lentiviral Vif proteins.

3.2 Introduction

Lentiviruses have engaged in an evolutionary molecular arms race with mammalian host immune systems for millions of years (Gifford 2011; Harris et al. 2016). A common mechanism that viruses have developed to overcome restriction is hijacking
the host cellular degradation machinery pathways to destroy host antiviral restriction factors (Barry and Fruh 2006). For example, most lentiviruses encode the accessory protein known as virion infectivity factor (Vif) to target the APOBEC3 (apolipoprotein B mRNA-editing catalytic polypeptide-like 3 or A3) family of restriction factors for destruction by the proteasome (Yu et al. 2003; Conticello et al. 2003; Sheehy et al. 2003). In the absence of Vif, A3s potently block lentiviral infection by hypermutating viral DNA and blocking reverse transcription (Albin and Harris 2010).

In contrast to the highly conserved E3 ligase components that Vif hijacks, the A3 family of proteins in mammals are much more diverse (LaRue et al. 2010; Yoshikawa et al. 2016). Different mammals have varying numbers of A3 genes, each containing one or two domains with a zinc-coordinating DNA cytosine deaminase motif that can be clustered into three distinct phylogenetic groups called Z1, Z2, or Z3 (LaRue et al. 2008). While the seven human A3s are named A3A-A3H, the three sheep (and all other non-primate) A3s are simply named for their Z domain (LaRue et al. 2009). While there is only 49% amino acid sequence identity between human A3H and the corresponding sheep oaA3Z3 protein, MVV Vif can degrade both of them while HIV-1 selectively degrades A3H and not oaA3Z3 (Larue et al. 2010). Variations between the target A3 proteins from different hosts could potentially lead to major differences in the structural and biochemical requirements for HIV-1 and MVV Vif proteins. Notably, the same HIV-1 Vif has developed different binding modes for different human A3 proteins (Aydin et al. 2014; Hu et al. 2019).

One striking difference between HIV-1 and MVV Vif is the requirement for different non-canonical cofactors to stabilize the E3 ligase complex. HIV-1 Vif requires
the transcription factor CBFβ to form stable E3 ligase complexes and degrade A3s (Jager et al. 2012; Zhang et al. 2012). Outside the context of binding HIV-1 Vif, CBFβ is known to form a heterodimer with the RUNX1 transcription factor and control the gene expression of cellular processes, including T cell development (Collins et al. 2009). It has been suggested that limiting HIV-1 competes with RUNX1 for CBFβ binding and alters RUNX1 target gene expression (Kim et al. 2013). Instead of CBFβ, MVV Vif requires the prolyl isomerase cyclophilin A (CypA) as its non-canonical cofactor (Kane et al. 2015). CypA is an immunophilin molecule which regulates immune responses and is also a cofactor for HIV-1 infection through interactions with the viral capsid (Watashi et al. 2007). Analysis of CypA active site mutants suggest that prolyl isomerase activity is not necessary for association of CypA in a reconstituted MVV Vif complex, but is important for A3 degradation in vivo (Kane et al. 2015). Although CBFβ and CypA are not related to each other, they are each highly conserved from humans and sheep (100% and 99% amino acid sequence identity between human and sheep for CBFβ and CypA, respectively). This divergence in cofactor requirement could point to a difference in the structure between these different lentiviral Vifs. It is also possible that the different biological functions of these CBFβ and CypA apply constraints to the viruses.

Extensive studies have characterized the interactions between HIV-1 Vif and human E3 ligase components. A crystal structure of HIV-1 Vif with CBFβ, EloB/C, and the N-terminus of Cul5 revealed that the HIV-1 Vif has a novel protein fold composed of two domains: a small α domain (helices α3 and α4) and a larger α/β domain (Guo et al. 2014; Figure 1A). Within the α domain, a zinc-binding HCCH motif is important for positioning helix α3 to interact with Cul5 and a modified SOCS box motif is important
for helix α4 for to interact with EloC (Xiao et al. 2006; Mehle et al. 2006; Yu et al. 2004). The α/β domain of HIV-1 Vif includes extensive interactions with CBFβ and is known to be the site of binding for APOBEC3s (Aydin et al. 2014; Hu et al. 2019). Despite this detailed understanding of HIV-1 interactions with host factors, it is unknown whether other lentiviral Vif proteins share similar structural architecture.

In this study, we set out to understand the molecular determinants for MVV Vif binding to cellular components. We use biochemical assays to analyze the effect of mutations and truncations on purified Vif protein binding to CypA and Cul5. We identified a metal-binding motif of MVV Vif that is important for CypA binding. We have also explored the effect of an IR motif on MVV Vif binding to Cul5. Finally, our results suggest that a putative C-terminal helix is required for CypA binding. Notably, none of the mutations or truncations tested here had any negative effects on MVV Vif binding to EloB/C. Together, these results highlight important similarities and differences between MVV Vif and other lentiviral Vif proteins and allow a better understanding of their evolution.

3.3 Results

3.3.1 A zinc coordination motif is important for MVV Vif binding to CypA

Vif proteins originating from different lentiviruses have been shown to bind a zinc ion with different motifs. For instance, HIV-1 Vif contains a HCCH zinc binding motif which is conserved among primate lentiviruses (Luo et al. 2005; Paul et al. 2005; Mehle et al. 2006; Xiao et al. 2006). The HCCH motif of HIV-1 Vif is structurally important for positioning helix α3 to interact with Cul5 (Guo et al. 2014; Figure 3-1A). Likewise,
KCCC, CCC, and HCCC motifs have been proposed to be structurally important for zinc binding in FIV, CAEV, and BIV Vif proteins, respectively (Figure 3-1B, Stern et al. 2010; Zhao et al. 2019; Zhang et al. 2014). This diversity among zinc binding motifs highlights biochemical flexibility of this structural element while maintaining a conserved function.

Figure 3-1. Zinc coordination motif is important for MVV Vif binding to CypA

(A) Crystal structure of HIV-1 Vif (purple cartoon) shows zinc (red sphere) and Cul5 interface (yellow cartoon) (Guo et al. 2014, PDB ID: 49NF). (B) Bar diagram representation of MVV Vif protein highlight previously identified motifs important for CypA and EloC binding (blue and green, respectively) and mutants created for this assay. Inset show alignment of lentiviral Vif proteins in region of protein where zinc coordination motifs have been identified (bold and underlined residues). (C) Amino acid sequence similarity and identity comparisons of representative lentiviral Vif proteins. (D) Coomassie-stained SDS-PAGE analysis of purified protein complexes. L = cell lysate; E = final purified protein elution after sequential NiNTA and maltose affinity purifications. (E) A colorimetric assay for metal released from purified protein after denaturation. Error bars represent standard deviation from the mean.
Interestingly, while the HCCH motif of HIV-1 Vif is important for Cul5 binding, it is dispensable for interaction with its cellular cofactor CBFβ (Fribourgh et al. 2014; Hu et al. 2019; Mehle et al. 2006; Xiao et al. 2006). In contrast, a recent study showed that the zinc-binding CCCC motif of CAEV Vif was essential for binding its cofactor CypA (Zhao et al. 2019). This difference in the function of the zinc-binding motifs may suggest significant structural differences in the overall fold of HIV-1 Vif compared to MVV Vif.

As members of the larger Small Ruminant Lentivirus continuum, MVV Vif and CAEV Vif are highly conserved with each other, especially compared to other Vif proteins outside this group (Figure 3-1C; Ramirez et al. 2013; Minardi da Cruz et al. 2013; Highland 2017). The highest amino acid sequence identity between the MVV and CAEV Vif sequences is found within the α domain region that contains this CCCC motif. This suggests that CAEV and MVV most likely use very similar mechanisms to bind EloB/C and Cul5.

To test whether MVV Vif also contains a zinc-binding motif, we individually mutated all histidines and cysteines of the MVV Vif protein to residues that do not coordinate metals, purified protein sub-complexes, and used a colorimetric assay to test for the presence of zinc ions. The mutant MVV Vif proteins were tagged with 6xHistidine and co-expressed with CypA, MBP-tagged EloB, and EloC in E. coli. Sequential affinity purification steps were used to isolate sub-complexes with both the 6xHistidine-tagged Vif mutant and the MBP-tagged EloB. As observed by SDS-PAGE analysis, all four components of the sub-complex were found in similar levels in the cell lysate, but mutations to the CCCC motif previously characterized in CAEV Vif resulted in a dramatic reduction of binding to CypA (Figure 3-1D). This result shows that, like
CAEV Vif (Zhao et al. 2019), the CCCC motif of MVV Vif is important for co-factor CypA binding and therefore the overall structural integrity of Vif itself.

To show that the CCCC motif of MVV Vif coordinates a zinc ion, we used a colorimetric Zincon assay to measure the amount of zinc co-purified with the mutant Vif complexes. Purified Vif protein complexes were denatured, deproteinated, and the resulting supernatant was assessed for metal ions, as previously described (Sabel et al. 2010). A zinc-to-protein ratio was calculated by dividing the concentration of purified protein by the concentration of metal ions detected using Zincon (Figure 3-1E). As controls, a purified HIV Vif complex was shown to contain one zinc ion per protein molecule and purified CypA was shown not to contain any metal ions, as expected. While wildtype and most mutant MVV Vif proteins bind a single zinc ion, mutations to the CCCC motif dramatically reduced the amount of zinc extracted from the Vif complex (Figure 3-1E). Notably, disrupting this motif and CypA binding did not affect binding to EloB/C. This indicates that the CCCC zinc-binding motif of MVV Vif is conserved both in sequence and in function with CAEV Vif’s CCCC motif in recruiting the cofactor CypA.

3.3.2 IR Motif is important for MVV Vif binding to Cul5

Hydrophobic residues in helix α3 of HIV-1 Vif are important for Cul5 binding and recruitment of the E3 ligase complex (Xiao et al. 2006; Guo et al. 2014; Figure 3-2A). Recently, an IR motif found in a similar region of FIV Vif and CAEV Vif has been shown to be important for Cul5 binding (Gu et al. 2018; Zhang et al. 2019; Figure 3-2B). A consensus sequence of HIV-1 Vif shows that a hydrophobic residue is frequently found
in the position corresponding to this isoleucine residue (Xiao et al. 2006). The HIV-1 Vif E3 ligase structure maps these residues to the α3 helix and shows the corresponding arginine in HIV-1 Vif interacts with Cul5 directly (Guo et al. 2014). While the isoleucine contributes to a hydrophobic surface between HIV-1 Vif and EloC, the arginine participates in hydrogen bonding with the carbonyl of L52 and side chain of D55 of Cul5. Secondary structure prediction software also predicts MVV Vif to have an α helix in this region which also contains an IR motif (residues I144 and R145). However, the molecular determinants of MVV Vif binding to Cul5 have yet to be elucidated.

To test whether this IR motif is important for MVV Vif binding to Cul5, we performed site-directed mutagenesis in this region (Figure 3-2B). Purified mutant Vif sub-complexes were analyzed by size exclusion chromatography (SEC) alone and mixed with Cul5 and peak fractions were analyzed by SDS-PAGE (Figure 3-2C). While each mutant sub-complex elutes similarly in the absence of Cul5, the addition of Cul5 results
in varying degrees of larger complex formation compared to wildtype. The most significant shifts in the SEC elution profile and SDS-PAGE gel band intensity were observed for wild-type MVV Vif upon addition of Cul5/Rbx2, indicating strongest binding affinity (red arrow in Figure 3-2C). The IR144/145AA Vif complex modestly affects the elution shift indicating that binding has not been severely disrupted. It is possible that these residues do contribute to the overall interface between MVV Vif and Cul5, but that alanine mutations are not deleterious enough to abrogate the larger interaction. We found that a more radical mutation (R145D) was necessary to abrogate the interaction between MVV Vif and Cul5. Based on the HIV-1 Vif E3 ligase structure, this substitution of a negatively charged aspartate with the positively charged arginine likely results in a charge repulsion with residue D55 of Cul5, not allowing Cul5 to bind efficiently. This result suggests that interface of MVV Vif with Cul5 contains a region similar to other lentiviral Vif interactions with Cul5.

3.3.3 A putative C-terminal helix is important for MVV Vif binding to CypA

To map the regions necessary for binding to CypA, we performed a series of MVV Vif truncations to assess the requirement of the N- or C-terminus for binding. A putative helix lies at both the N- and C-termini of the protein, so we set out to test whether either of these predicted secondary structural elements are required for cofactor binding (Figure 3-3A). The putative N-terminal helix (residues 4-14) lies just upstream of the \(^{21}\text{PxxP}^{24}\) motif which has been shown to bind the catalytic pocket of CypA (Kane et al. 2015). While CAEV and MVV Vifs share this motif, other lentiviral Vifs do not possess this N-terminal extension. Similarly, the C-terminal helix (residues 218-226) is conserved in CAEV Vif sequence, but not in other Vifs.
Figure 3-3. Putative C-terminal helix is important for MVV Vif binding to CypA

(A) Top: Bar diagram for N- and C-terminal truncation constructs. Bottom: Sequence alignment of lentiviral Vif proteins at the N-terminus and C-terminus with putative secondary structure prediction of MVV Vif below. (B) Coomassie-stained SDS-PAGE and (C) size exclusion chromatography analysis of truncated MVV Vif complexes compare to wildtype MVV Vif.

MVV Vif truncations were co-expressed with CypA, EloB, and EloC in E. coli, co-purified using affinity purification, and purity was analyzed by SDS-PAGE (Figure 3-3B). While deleting the N-terminus of MVV Vif did not seem to affect overall complex behavior, deleting the C-terminal helix abrogated MVV Vif binding to CypA and caused the complex to aggregate (Figure 3-3C). This demonstrates that this putative C-terminal helix is important for the overall structural integrity of MVV Vif. It is possible that residues within this putative helix directly participate in important CypA interactions or indirectly contribute to the overall structural integrity and folding of the Vif protein. Neither truncation affected the ability of MVV Vif to bind EloB/C, supporting a model where destabilization of the α/β domain does not affect the ability of the α domain to bind EloB/C.
3.4 Discussion

Despite little sequence conservation among Vif proteins from different lentiviruses, they are functionally conserved to target the host restriction factor APOBEC3 proteins by hijacking the same cellular ubiquitin-proteasome degradation pathways. To achieve this common function, some level of structural conservation also exists among the lentiviral Vifs. Interestingly, many of the known lentiviral Vifs need an additional cofactor for stability and function, in which cases divergence emerges. In particular, it is rather intriguing that the unrelated cofactors CBFB and CypA exploited by HIV-1 and MVV Vifs, respectively, are each highly conserved (>99% identical) and simultaneously exist in both host cells, and yet each virus apparently independently evolved to depend on one of the two. The results presented herein advance our understanding of the similarities and differences of these two Vif-cellular cofactor interactions (Figure 3-4), which provides insights into the cellular immunity mechanisms of each host that the different Vif proteins have evolved alongside.

Our results support that lentiviral Vif proteins hijack the canonical component of the Cul5-based E3 ligase machinery of the host through a common but slightly variable set of interactions. Since Cul5 and other E3 ligase components are highly conserved among mammals, it is expected that each Vif would use similar binding interfaces with the ligase. The importance of the conserved Vif BC-box in binding EloB/EloC is well established (Yu et al. 2003; Larue et al. 2010). While the Cul5-binding interface seems to be moderately conserved in the amino acid sequence of Vif, it is unclear how much the molecular details of the interactions are maintained among different Vif proteins. For instance, the Cul5-binding region of BIV Vif has been modeled to have a slightly
different structural fold than that of HIV-1 Vif (Zhang et al. 2014). Similarly, the IR motif of FIV Vif is predicted to have a Cul5-binding mode distinct from that observed in the crystal structure of the HIV-1 Vif E3 ligase complex (Gu et al. 2018). Even the closely related CAEV Vif and MVV Vif may have slightly different interactions with Cul5. While a single alanine mutation of either IR motif residue of CAEV Vif abolished binding to Cul5 (Zhang et al. 2019), our results show that a more severe charge-swapped mutation to this region is required to abrogate MVV Vif binding to Cul5. Nevertheless,
the involvement of the IR motif in different lentiviral Vifs points to a similar interaction at a common site.

Our data further provide a better understanding of the different modes of interactions employed by lentiviral Vif proteins to recruit divergent non-canonical cofactors. Our mapping results highlight the unique components of MVV Vif which contribute to CypA binding. Combining this information with the HIV-1 Vif structure allows us to start building a conceptual model for MVV Vif binding to CypA (Figure 4B). Previously, it was shown that the $^{21}$PxxP$^{24}$ motif found at the N-terminal region of MVV Vif likely interacts with the active site of CypA (Kane et al. 2015). We found that a putative $\alpha$-helix preceding the $^{21}$PxxP$^{24}$ motif is not required for the interaction. It is possible that inherent flexibility in this region of MVV Vif is important for the ability of the $^{21}$PxxP$^{24}$ motif to reach into CypA’s narrow active site binding groove. This is in contrast to the critical N-terminal $\beta$-strand of HIV-1 Vif that inserts into the CBF$\beta$ core, forming an integral part of the structure. The relative importance of a structural element at the C-terminus of MVV Vif is another striking divergence from the HIV-1 Vif structure. While the C-terminal region of HIV-1 Vif is thought to be flexible and dispensable for CBF$\beta$ interaction, our study shows that the putative C-terminal helix of MVV Vif is essential for binding to CypA.

Our results also reveal a unique cofactor-recruiting function in the CCCC motif of MVV Vif. This motif corresponds to the HCCH motif in HIV-1 Vif, whose integrity is required for positioning the Vif $\alpha$-domain for interaction with Cul5 but is dispensable for recruiting the cofactor CBF$\beta$ (Mehle et al. 2006; Xiao et al. 2006; Fribourgh et al. 2014, Hu et al 2019). In contrast, the CCCC motif of MVV Vif is essential for interaction with
the cofactor CypA in our experiments. While it is likely that the CCCC motif of MVV Vif is important for Cul5 binding as well, it cannot be directly tested with our aggregated MVV Vif variant complexes which purified without CypA. This motif is thought to be a conserved zinc-binding element in lentiviral Vif molecules, as demonstrated for HIV-1 Vif and the highly similar CAEV Vif. Consistently, our biochemical data demonstrated the metal binding capability of the CCCC motif of MVV Vif. However, a previous report found that adding the Zinc-chelating TEPN to tissue culture samples does not affect MVV Vif’s ability to degrade A3 protein \textit{in vivo} (Zhang \textit{et al.} 2014). This discrepancy may be contributed by the complexity of tissue culture samples. It is possible that the zinc was not sufficiently chelated from MVV Vif, which might have a very high affinity for the metal ion once it is bound. It is also technically possible that there are other metal-independent mechanisms that allow MVV Vif to degrade A3s in cells.

The work described herein show that although key characteristics of lentiviral Vif proteins are preserved to recruit host E3 ubiquitin ligase machinery, very different mechanisms have evolved for the binding of non-canonical cofactors. The $\alpha$-domain of Vif is likely highly conserved in structure and function in recognition for host Cul5 and EloB/C. The metal-binding motif in the conserved $\alpha$-domain can nonetheless adopt additional functions in recruiting the non-canonical cofactors. However, the larger $\alpha/\beta$ domain of Vif proteins which has evolved to interact with a variety of target A3 proteins and highly divergent non-canonical cofactors (such as CBF$\beta$ or CypA) are likely very different in both sequence and structure. Future studies will determine the extent to which different Vif proteins have evolved different molecular mechanisms for interacting with these targets and cofactors. Also, more work is needed to understand the effect of Vif and
its non-canonical cofactor on the catalysis of ubiquitin ligation. It is unclear whether Vif influences the normal regulation of these E3 ligase complexes. For instance, interactions with CAND1 or neddylation of Cul5 might be influenced by Vif and therefore change the ability of these complexes to recognize and ubiquitinate substrates.

3.5 Experimental Procedures

3.5.1 Protein expression and purification

Co-expression of MVV Vif (N-terminal 6xHis tag) with CypA, EloB (N-terminal MBP tag) and EloC was induced in BL21DE3 cells with the addition of 300 µM IPTG. After an overnight induction at 16 °C, cells were harvested via centrifugation, resuspended in Buffer A (50 mM Tris pH 8, 400 mM NaCl, 10 mM imidazole, 0.1 mM TCEP). Cells were lysed with a microfluidizer, clarified via centrifugation, and applied to a NiNTA resin. After washing the column with Buffer A, the protein complex was eluted with Buffer B (50 mM Tris-HCl pH 8, 400 mM NaCl, 400 mM imidazole, 0.1 mM TCEP), and applied to amylose resin equilibrated with Buffer C (50 mM Tris-HCl pH 8, 150 mM NaCl, 0.1 mM TCEP). Protein complex was eluted with Buffer D (50 mM Tris-HCl pH 8, 150 mM NaCl, 10 mM maltose, 0.1 mM TCEP). The purified protein complex was applied to a SEC column equilibrated in Buffer C, and the subsequent peak was pooled, concentrated and stored at -80 °C. HIV-1 Vif was co-expressed with

3.5.2 Sequence alignment and identity matrix

ClustalW (Madeira et al. 2019) and Sequence Manipulation Suite (Stothard 2000) were used to create sequence alignments and generate sequence identities between different representative Vif amino acid sequences. The Vif sequences were obtained from
GenBank, and the accession numbers are: P12504.1 for HIV-1, BAM76138.1 for HIV-2, ANT85793.1 for SIVmac, BAX00793.1 for FIVpetaluma, NP_040564.1 for BIV, ALP75978.1 for CAEV, and CAA01215.1 for MVV.

3.5.3 Zincon assay

Zincon, borate, and Zn\(^{2+}\) standard solutions were prepared as previously described (Sabel et al. 2010). Purified protein samples (300 µM) were acidified and denatured by the addition of concentrated HCl and trichloroacetic acid to final concentrations of 0.2 M and 10% (w/v), respectively. Denatured protein precipitate was removed by centrifugation at 16,000 rcf for 5 minutes. The resulting clarified supernatant was transferred to a fresh tube and neutralized with NaOH. After this neutralized sample was diluted 40-fold into 50 mM borate buffer at pH 9, 1.6 mM Zincon stock solution was added for a final concentration of 40 µM Zincon. Mixtures were mixed immediately, and absorbance at 620 nm was measured after 30 minutes using a plater reader. Values plotted represent the average of 3 repeats with error bars representing standard deviation.

3.5.4 SEC binding assay

Purified protein samples (50 µL, 40 µM) were applied to a Superdex 200 5/150 GL column (GE Healthcare) pre-equilibrated in Buffer C. Protein elution was monitored via measuring absorbance at 280 nm and SDS-PAGE analysis of fractions.
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4 Reconstituting MVV Vif E3 ligase complexes for structural studies

4.1 Preface

In this chapter, I outline some interesting observations made in pursuit of the still elusive high-resolution structure of MVV Vif complexes. This work was done in close collaboration with colleagues who assisted with preparing electron microscopy (EM) grids, EM imaging, and EM data analysis. Dr. Katie Digianantonio and Kaifeng Zhou assisted with screening samples, and the talented post doctoral fellow Dr. Yingxia Hu created all of the EM images, 2D class averages, and 3D reconstructions presented in this chapter. Additionally, Dr. Bill Eliason and Dr. Swapnil Devarkar performed the light scattering experiment in Section 4.4.4.

4.2 Introduction

The Cullin-RING ubiquitin ligases are found in all eukaryotic cells, and many viruses have evolved mechanisms to hijack this machinery to target host proteins for degradation by the proteasome (Barry and Fruh 2006). By studying these virus-host interactions, we stand to gain more information about biological processes related to both viral and cellular proliferation. Although the structure of HIV-1 Vif with cellular E3 ligase components was solved (Guo et al. 2014), it is unknown whether other lentiviral Vif proteins utilize similar structural features to assemble their respective E3 ligase complexes.
One striking difference between HIV-1 Vif and MVV Vif is their requirement for different non-canonical cofactors. HIV-1 Vif requires CBFβ, while MVV Vif requires CypA (Jager et al. 2012; Kane et al. 2015). CBFβ and CypA are unrelated in structure or biological function, and they cannot substitute one another in HIV-1 or MVV Vif complexes. Since lentiviral Vif proteins are not well conserved, it is hard to predict how MVV Vif would interact with CypA. Interactions with CBFβ dominate the structural integrity of HIV-1 Vif, so it is unknown whether other lentiviral Vif proteins will have similar structural features.

In this chapter, I summarize the reconstitution of MVV Vif complexes for structural studies, including crystallography and cryo-electron microscopy (cryoEM). First, I outline construct designs that helped to stabilize the 4-component MVV Vif sub-complexes. Then, I summarize work that has been assembling the 6-component complex, including Cul5/Rbx2. In the last section, I detail surprising results that we observed when CypA was fused to MVV Vif, and how it might help us to solve the structure in the future.

4.3 Results and Discussion

4.3.1 MBP tagged EloB improves expression and purification of 4-component MVV Vif complex from E. coli

In our pursuit of the MVV Vif structure, we first sought to purify the minimal stable complex. Early attempts to co-express large amounts of MVV Vif, CypA, and EloB/C in E. coli were unsuccessful. I found that the 6xHis-Thioredoxin (TRX)-CypA fusion protein used by Kane et al. (2015) over-expressed as a single component, but low
expression of the other three components made purification of 4-component complexes (MVV Vif, CypA, EloB, and EloC or VCBC) challenging. After removing the 6xHis-TRX tag from CypA and adding a 6xHis tag to MVV Vif, I found that expression of all four components were equally low.

After many expression and purification attempts without solubility tags, I found that the addition of a maltose binding protein (MBP) to the N-terminus of EloB greatly improved expression of the entire VCBC complex in *E. coli* and allowed for the purification of large amounts of VCBC complex (Figure 4-1A). I found that the sequence of Ni-NTA resin, amylose resin, anion exchange, and size exclusion chromatography (SEC) yielded a VCBC complex of high purity and monodispersity. A typical preparation of this complex can yield about 40 mg of purified protein per 2 L culture. Although the anion exchange step can be omitted, I found this results in a large void volume peak with a high 260/280 ratio appears by gel filtration. Since I do not see this when I purify CypA or EloB/C alone, this suggests that MVV Vif forms higher order oligomers mediated by co-purified cellular nucleic acids. It has been shown that HIV-1 Vif binds nucleic acids in a manner that is important for viral packaging and infectivity (Dettenhoffer et al. 2000; Zhang et al. 2000; Khan et al. 2001). It is possible that RNA binding is a conserved functional feature between HIV-1 and MVV Vif proteins.

The MBP tag likely aids in expression by increasing the solubility of the VCBC complex. The MBP tag is rigidly fused to EloB, meaning that there is no flexible linker between the C-terminus of MBP and N-terminus of EloB. Since EloB/C and CypA are both easily expressed in *E. coli* and purified without solubility tags, it was surprising that a solubility tag on EloB/C could help the expression and behavior of MVV Vif. While the
Figure 4-1. N-terminal residues of MVV Vif is not necessary for complex formation.

(A) SEC and SDS-PAGE analysis of VCBC complex. (B) Stability assay showing SEC and SDS-PAGE analysis of VCBC complex after incubation at 12 °C. (C) Summary of mass spectrometry experiment and results. (D) SEC and SDS-PAGE analysis of VCBC complex with truncated N-terminus of MVV Vif. (E) Stability assay showing SEC and SDS-PAGE analysis of N-terminally truncated MVV Vif VCBC complex after incubation at 25 °C.
sequence of cofactor binding or a detailed mechanism of MVV Vif protein folding is unknown, it has been suggested that the BC box of HIV-1 Vif begins to fold upon binding of EloB/C (Stanley et al. 2008; Bergeron et al. 2010). This together with the data shown in Chapter 3 showing that MVV Vif binds EloB/C in the absence of CypA suggests that binding to EloB/C may be an important first step in the formation of an VCBC complex or MVV Vif folding.

4.3.2 N-terminal residues of MVV Vif are not required for CypA binding

Since large amounts of the initial VCBC complex with full-length Vif (residues 1-230) was easy to obtain and exhibited good solution behavior, it became our first target for crystallization. Many crystallization trays were set up with this initial complex at different concentrations (~0.5-5 mg/mL), incubated at different temperatures (4, 12, and 25 °C) with or without additives (LMNG and DDM) using the microbatch under oil method. However, no protein crystal hits were obtained for this complex. In a test for the stability of the VCBC complex, I incubated an aliquot of VCBC complex at 12 °C for several days and observed that the complex remained stable as monitored by SEC (Figure 4-1B). However, SDS-PAGE analysis of the aged sample revealed that individual protein components of the complex had begun to degrade. Most notably, the MVV Vif band had almost entirely shifted down about 4 kDa in size to a stable degradation product. This degradation is likely due to contaminating proteases that presumably cut flexible or unstructured regions of the MVV Vif protein.

We hypothesized that this stable degradation product of MVV Vif could become a minimal construct target for crystallography, so we set out to identify the region of MVV
Vif that had been degraded. I incubated another aliquot of the VCBC complex at 4 °C for 18 days, analyzed the resulting sample by SDS-PAGE and excised bands from the gel that corresponded to the full-length and degraded MVV Vif (Figure 4-1C). With assistance from Yale’s Keck Mass Spectrometry services group, these protein bands were trypsin-digested and analyzed by liquid chromatography tandem mass spectrometry (LC-MS/MS). Results from this experiment show that peptides could be confidently mapped to most of the protein sequence including the C-terminus for both samples. However, N-terminal residues were missing from the degraded MVV Vif sample. Specifically, the N-terminal 6xHis tag and residues 1-16 of MVV Vif were not captured by LC-MS/MS. Since trypsin cuts peptides at lysine and arginine residues which are present in this region, the exact N-terminus of the degraded MVV Vif cannot be unambiguously determined. Nonetheless, we created a new construct of MVV Vif starting at residue 18. The resulting protein was easily expressed in *E. coli* and purified similarly as full-length MVV Vif (Figure 4-1D). Furthermore, this construct was more stable than full-length MVV Vif at 25 °C (Figure 4-1E). Again, I placed a lot of effort into setting up crystallization trays with this construct at different temperatures and concentrations, but no crystals were obtained. Crystallization efforts might be hindered by the low solubility of this complex.

The sequence of the N-terminus of MVV Vif is interesting for a few reasons. For one, it is the site of CypA binding to the \(^{21}\text{PxxP}^{24}\) motif. Also, it has an unusually long stretch of positively charged residues. Secondary structure prediction server predicts that there may be a helix in this region. However, it is possible that this charged stretch is unstructured. Perhaps flexibility in this region is actually required to help the \(^{21}\text{PxxP}^{24}\)
motif reach into the narrow binding groove of CypA. While the N-terminal residues are not necessary for the complex formation shown here, it is very possible that these residues are important for other biological functions in vivo. More studies will be needed to test the effect of deleting these residues from MVV Vif on viral infectivity in cells.

4.3.3 6-component MVV Vif complex is a difficult EM target

After successful purification of the 4-component MVV Vif complex, I sought to reconstitute larger E3 ligase complexes including Cullin proteins. It is currently unclear whether MVV Vif selective hijacks Cul2 or Cul5 in the cell and whether the Cul2/Cul5 binding for MVV Vif is similar to HIV-1 Vif. One study showed that Cul5, but not Cul2, bound MVV Vif overexpressed in 293T cells (Zhang et al. 2014). Another study showed that N-terminally tagged MVV Vif could bind Cul5 and Cul2, but C-terminally tagged MVV Vif could only bind Cul2 (Kane et al. 2015). In the same assay, both Cul2 and Cul5 bound HIV-1 Vif regardless of whether it was N- or C-terminally tagged. This is consistent with the structure of HIV-1 Vif bound to Cul5NTD which shows that neither the N- or C-terminus is close to the Cul5 binding interface (Guo et al. 2014). Together, these results suggest that the overall structure of MVV Vif binding to Cul2/Cul5 will differ from that of HIV-1 Vif.

To learn more about how MVV Vif recruits Cullins to its E3 ligase complex, we sought to obtain a structure with either Cul2 or Cul5. I found that MVV Vif bound both Cul2 or Cul5 using SEC (Figures 4-2A and 4-2B). When mixed with equimolar amounts of VCBC complex and Cul2 or Cul5, a large shift in the elution profile indicates that a larger complex has been formed. The SDS-PAGE analysis also confirms that all
components of the complex are present. These results confirm that MVV Vif is capable of binding both Cul2 and Cul5 \textit{in vitro}, but more detailed studies are needed to determine the physiological role of each during MVV infection.

We ultimately chose to pursue a 6-component MVV Vif complex with Cul5/Rbx2 (abbreviated as VCBC-CR) for structural studies because it yielded reproducibly monodisperse peaks by SEC. I proceeded to set up crystallization trays, but found that solubility of this complex is similarly low as the VCBC complex. Next, we turned to electron microscopy (EM). CryoEM images showed particles which resembled the C-shaped architecture that Cullin-RING E3 ligase complexes are known to adopt (Figure 4-2C). Subsequent 2D class averages were promising showing detailed secondary structural features, especially the helical repeats of the Cul5 (Figure 4-2D). However, it was clear that the distribution of VCBC-CR complex particles was dominated by a few preferred orientations. While it is easy to pick out C-shaped side views of the particles, other views of the particles from different angels were rare. Also, some particles were dissociated into smaller species due to damage from the air-water interface (Glaeser and Han 2017). Attempts to shield the protein with detergents, such as DDM or LMNG, have not been successful at improving sample quality. Moreover, the 2D class averages showed that the density of the VCBC portion of the complex appeared more blurred than the rest of the complex (Figure 4-2D), indicating an intrinsic flexibility within the VCBC subcomplex or between the VCBC subcomplex and Cul5/Rbx2.

It was possible to create a low-resolution 3D reconstruction of the VCBC-CR (Figure 4-2E). The resulting electron density resembles the C-shaped architecture that we expect from this complex. However, the resolution is limited by the preferred orientation
of the molecule buried in ice and its intrinsic flexibility in solution. Recent studies suggest that the HIV-1 Vif complex may have inherent flexibility between its domains (Ball et al. 2019). If MVV Vif is also inherently dynamic in nature, this would hinder our ability to capture a single dominant structure. It may be possible that further optimization of this six-component VCBC-CR complex could yield a higher resolution reconstruction, but significant challenges, such as the preferred orientation of particles and complex flexibility, would need to be overcome.

Figure 4-2. 6-component MVV Vif complex is heterogeneous

(A) SEC and SDS-PAGE analysis of MVV Vif complex with Cul2. (B) SEC and SDS-PAGE analysis of MVV if complex with Cul5/Rbx2. (C) Representative cryoEM image of VCBC-CR complex with a C-shaped particle circled in red. (D) Representative 2D class averages of VCBC-CR complex with blurred VCBC region highlighted with red arrows in top row. (E) 3D reconstruction and cartoon schematic of VCBC-CR complex.
4.3.4 Fusing CypA to N-terminus of MVV Vif results in higher order oligomers

In some stability assays, I observed that a small aggregate peak forms over time, which was composed of Vif/EloB/EloC without CypA. I wondered whether the VCBC complex would be more stable if the MVV Vif-CypA interaction was strengthened by fusing them together. In order to increase the probability that Vif and CypA stay bound throughout the course of our structural optimization trials, I fused CypA to the N-terminus of the MVV Vif (residues 18-230) by engineering a flexible amino acid linker between the two proteins. When designing this fusion construct, I wanted to balance two considerations. The first consideration was that excess linker could contribute to unstructured and flexible regions that are not conducive to crystallization and may be easily degraded by contaminating proteases. Secondly, I did not know the distance between the C-terminus of CypA and the N-terminus of MVV Vif in the context of the three-dimensional VCBC complex. The linker length I chose must be sufficiently long enough to allow the native conformation of the binding interaction to exist.

With this in mind, I created three constructs with three different linker lengths (0, 10, and 30 amino acids) and tested their expression and behavior empirically. While CypA-0-Vif and CypA-10-Vif constructs did not express well in *E. coli*, the CypA-30-Vif was expressed and purified similarly as the original VCBC complex (Figure 4-3A). It is likely that the CypA-0-Vif and CypA-10-Vif constructs did not express well because the shorter linkers did not give Vif and CypA enough freedom to bind in the correct orientation. For reference, the 30 amino acid linker is approximately 105 angstroms long (assuming an average length of 3.5 Angstroms for each amino acid), so the MVV Vif and CypA proteins have ample flexibility to bind. For reference, the longest dimension of the
HIV-1 Vif E3 ligase complex containing HIV-1 Vif, CBFβ, EloB/C, and Cul5NTD is about 120 angstroms (Guo et al. 2014).

One surprising characteristic of the CypA-30-Vif complex with MBP-EloB/C (abbreviated C30VBC) is that it appears to form oligomers. In a SEC coupled multi-angle light scattering (MALS) experiment comparing the original VCBC complex to the C30VBC complex, the VCBC complex appears close to its expected “monomer” size while the C30VBC is approximately a “dimer” (Figure 4-3B). When the C30VBC sample is concentrated, I have even observed higher order oligomers of C30VBC by SEC. This unexpected dimer species may aid the structural determination by Cryo-EM, which would otherwise be limited by the small size of the monomer VCBC particles.

An initial negative stain grid was extremely promising, showing homogeneous particles that seemed to be approximately the correct size for a C30VBC dimer (Figure 4-3C). Next, Alicia optimized grid freezing conditions for cryoEM, and collected data on the Krios Titan at Yale’s West Campus microscopy facilities. After picking particles, 2D classifications revealed a molecule with apparent C2 symmetry (Figure 4-3D). Encouragingly, the 2D classifications show detailed secondary structure features of the central core of the molecule, but remain fuzzy at the furthest tips of the molecule. An initial low-resolution 3D reconstruction indicates that the central portion of the molecule is the dimer C30V portion of the complex, and the extended arms of the molecule represent the MBP-EloB/C (Figure 4-3E). We plan to repeat these grid conditions, in hopes that these C30VBC particles will bring a high-resolution 3D reconstruction if we collect more data.
Figure 4-3. C30VBC complex forms oligomers

(A) SEC and SDS-PAGE analysis of C30VBC complex. (B) SEC-MALS and SDS-PAGE analysis comparing VCBC to C30VBC samples. (C) Representative negative stain EM image of C30VBC complex. (D) 2D class averages calculated from a cryo-EM dataset of C30VBC. (E) 3D reconstruction of C30VBC complex. (F) Cartoon schematics showing two possible dimerization mechanisms of C30VBC.

4.4 Future Directions

Solving the structure of MVV Vif will allow us to understand the molecular details of the MVV Vif-CypA interaction and assess the structural conservation between MVV Vif and HIV-1 Vif. From an evolutionary standpoint, it will be interesting to see how two lentiviral Vifs have evolved to recruit different non-canonical cofactors to their respective E3 ligases to perform similar functions. Although we have not solved a high-resolution structure of MVV Vif yet, my experience with purifying these complexes and
optimizing the samples for crystallization and EM sheds light on potential avenues to get there in the future.

While working with the MVV Vif complexes, I have found that it is essential to have a solubility tag on the complex to keep MVV Vif behaving well. I have focused mostly on the MBP-tagged EloB/C construct in this chapter, but I have also had some success purifying samples with the smaller b_{562}RIL solubility tag (Chun et al. 2012). In the future, complexes with this b_{562}RIL tag should be screened more extensively for crystallization and EM. It is possible that the MBP tag had inhibited crystal formation in previous constructs and this more compact solubility tag could stabilize the complex and allow for different crystal packing alternatives.

Additionally, while the full-length Cul5/Rbx2 constructs have been the main target of our structural studies, it is possible that smaller truncations of N-terminal truncations of Cul5 or Cul2 could make a better crystallization construct. For instance, the Cul5_{NTD} crystallized with HIV-1 Vif only contained the first three helical repeats of Cul5 (Guo et al. 2014). One way that we could potentially stabilize and improve the solution behavior of these protein constructs would be to fuse the b_{562}RIL tag to the C-terminus of these truncated proteins in an attempt to shield hydrophobic residues left exposed by the truncation. In addition to pursuing the structures of MVV Vif with Cul5 of Cul2, it will also be interesting to interrogate the binding determinants for MVV Vif to bind these proteins.

The C30VBC complex is perhaps the most intriguing construct for structural studies because of its interesting oligomerization potential. Although the C30VBC
complex alone would most likely be too small for EM, the possibility of a stable dimer can push it into a range that is feasible with current technology. If we can succeed in solving the structure of this MVV Vif dimer, more studies should be done to determine the biological relevance of the dimer and understand the molecular details of dimerization. It is still not clear whether the dimer formed by C30VBC is indicative of a true physiological property of MVV Vif or an artifact of the fusion construct (Figure 4-3F). While it has been shown that dimerization of HIV-1 Vif through its PPLP motif is important for infectivity (Yang et al. 2001; Yang et al. 2003; Auclair et al. 2007; Miller et al. 2007; Donahue et al. 2008), dimerization has not yet been suggested to be important for MVV Vif activity in vivo. If the subsequent mutational analysis proves that this dimer is in fact important for MVV infectivity in vivo, this could shed light onto yet another similarity between HIV-1 Vif and MVV Vif.

A limitation to these experiments is that not all components of the catalytically active E3 ligase complex are present in our study. First of all, we have not yet purified the substrate, ovine A3 proteins, to test binding to our reconstituted E3 ligase complexes. It would be interesting to map how they interact with MVV Vif and whether there are any direct interactions with the non-canonical cofactor, CypA. Secondly, we have not included the ubiquitin-conjugating E2 enzyme in any of our complexes. From these studies, we will not be able to understand how the overall complex architecture allows for catalysis. Finally, even when Cul5-Rbx2 are present in our reconstituted E3 ligase complex, we have never attempted to neddylate Cul5. Since neddylation causes a conformational change to the overall architecture of the complex. In the future, it might
be beneficial to neddylate Cul5 before analyzing the complex by cryoEM, as it might improve overall behavior or reduce troublesome flexibility of the complex.

4.5 Experimental Procedures

4.5.1 Constructs and cloning

MVV Vif and CypA constructs described by Kane et al. (2015) were gifted from John Gross at University of California San Francisco. MVV Vif was cloned into the first multiple cloning site (MCS) with an N-terminal 6xHis tag, and CypA was cloned into the second MCS of a pET-Duet vector. To create the C30V construct, CypA and a thirty amino acid linker were cloned between the 6xHis tag and MVV Vif in the first MCS of a pET-Duet vector. EloB (residues 1–118) with an N-terminal MBP tag and EloC (residues 17–112) were cloned into the pCDF-Duet vector. Cul5 (residues 12-780) and Rbx2 were cloned into a pRSF-Duet vector.

4.5.2 Expression and Purification

Plasmids encoding 6xHis tagged MVV Vif, CypA, MBP-tagged EloB, and EloC were transformed into E. coli BL-21(DE3) cells and protein expression was induced with 0.5 mM isopropyl-β-D-thiogalactopyranoside (IPTG) at 16°C in Terrific Broth overnight. Plasmids encoding 6xHis tagged Cul5 and Rbx2 were transformed into E.coli BL-21(DE3) cells and protein expression induced with 0.5 mM IPTG at 16°C in Luria Broth overnight.

Cells were harvested and lysed by a microfluidizer. For MVV Vif complexes, the lysate was clarified by centrifugation and the supernatant was applied first to a Ni-NTA
resin, then maltose resin, and followed by anion exchange and size exclusion chromatography. Cul5 and Rbx2 were purified similarly, omitting the maltose resin step. Proteins were analyzed after each step by SDS-PAGE.

4.5.3 LC-MS/MS

MVV Vif complexes were analyzed by SDS-PAGE before and after a long 18 day incubation at 4 °C. MVV Vif gel bands were excised from the gel using a clean razor blade, and samples were analyzed by Jean Kanyo in the Mass Spectrometry & Proteomics department of the W. M. Keck Foundation Biotechnology Resource Laboratory. After trypsin digestion, liquid chromatography tandem mass spectrometry was performed. The spectra were analyzed using the Mascot algorithm using the MVV Vif sequence as a custom database (Hirosawa et al. 1993).

4.5.4 Negative stain sample preparation

After size exclusion chromatography, a peak fraction of purified protein complex was chosen for analysis by negative stain EM. Sample was applied to a carbon coated copper grid (Electron Microscopy) pre-treated by glow-discharging at 25 mA for 30 seconds, and then stained with 2% uranyl acetate for 45 seconds. Images were collected by Alicia Hu on a Jeol JEM-1230 electron microscope in Kline Biology Tower or a FEI Talos L120C electron microscope in Bass Center at Yale University.

4.5.5 CryoEM sample preparation

After size exclusion chromatography, a peak fraction of purified protein complex was chosen for analysis by cryoEM. Sample was applied to a C-Flat2/1-3C copper grid
Electron Microscopy Sciences) pretreated by glow-discharging at 8 mA for 20 seconds. The grid was blotted at 10 °C with 100% humidity and plunge-frozen in liquid ethane using a FEI Vitrobot Mark IV (Thermo Fisher). Images were acquired by Alicia Hu on the FEI Talos L120C microscope and the FEI Titan Krios G2 at Yale University. EM data was processed by Alicia Hu using RELION (Scheres et al. 2012).
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5 Appendix I: Modulating SAMHD1 activity to improve nucleotide analog therapies

5.1 Preface

Parts of Section 5.3.1 have been published in *Nature Communications* (Oellerich et al. 2019). K.M.K. and O.B. designed experiments and analyzed data. K.M.K. generated malachite-based activity assay data shown in Figures 5-2B, 5-3D, and 5-4D. K.M.K. and O.B. contributed to the structural analysis shown in Figure 5-2G and the high-throughput screen shown in Figures 5-4A and 5-4B.

5.2 Introduction

Leukemia, lymphoma, and myeloma are diagnosed in all ages and accounts for about 9.5% of deaths in 2010 in the US (Chhikara and Parang 2010). Acute myeloid leukemia (AML) is identified by the rapid increase of immature white blood cells that crowd and accumulate around the bone marrow (Hasserjian 2013). Currently the most popular treatment is a combination of chemotherapy and infusion of the drug cytarabine (Tamamyan et al. 2017). Cytarabine was isolated from a Caribbean sponge in 1959 and since then has been widely used for treatment of AML. Despite the wide use, it is not a very potent and effective treatment; it only cures about 30% of adult patients (Jordheim et al. 2013). To improve the effectiveness of chemotherapy for the treatment of AML, it is essential to understand why cytarabine does not eradicate most of the leukemic stem cells.
Cytarabine represents the first FDA-approved nucleoside analog drug, but this class of compounds has since grown to include many other related molecules that are utilized to treat multiple types of cancers and viral infections (Jordheim et al. 2013). These drugs are antimetabolites that interfere with intracellular enzymes, like DNA polymerases. When a drug, such as cytarabine, is incorporated into newly synthesized DNA, it can result in chain terminations or accumulation of mutations that activate DNA damage checkpoints and arrest the cell cycle (Ewald et al. 2008).

Knowledge of nucleoside analog metabolism is important to predict patient outcomes during chemotherapy. As a regulator of the cellular dNTP pool, SAMHD1 may also play an important role in nucleoside analog metabolism and efficacy. SAMHD1 is a homotetrameric enzyme that hydrolyzes cellular dNTPs into nucleosides and triphosphates. The activity of SAMHD1 is regulated by nucleotide binding at two allosteric sites (allo-site), GTP or dGTP at Allo-site 1 and any of the four cellular dNTPs at Allo-site 2 (Ji et al. 2014). Because of SAMHD1’s role in nucleotide metabolism, it is important to understand how it interacts with nucleoside analogs. It was previously shown that SAMHD1 increases the efficacy of AZT, a nucleoside inhibitor for HIV reverse transcriptase, by depleting natural dNTPs that compete with AZT binding to reverse transcriptase (Amie et al. 2013).

Strikingly, the triphosphohydrolase activity of SAMHD1 reduces cytarabine cytotoxicity in patient leukemic blasts (Schneider et al. 2107; Herold et al. 2017). Patients with low SAMHD1 expression levels, determined by immunohistochemistry, were more likely to achieve complete remission (CR) with cytarabine treatment than patients with high SAMHD1 expression levels (Figure 5-1A). Furthermore, the event free survival rate
Figure 5-1. SAMHD1 interferes with cytarabine efficacy in AML patients

(A) Comparison of SAMHD1 expression levels in patients treated with cytarabine who attained complete remission (CR) and no CR. Adapted from (Schneider et al. 2017). (B) Kaplan-Meier analyses for event-free survival of patients with AML treated with cytarabine and segmented by SAMHD1 expression. Adapted from (Schneider et al. 2017).

of patients with high SAMHD1 expression was significantly lower than patients with no or low SAMHD1 expression (Figure 5-1B). These data strongly suggest that SAMHD1 activity is affecting cytarabine treatment, likely by hydrolyzing the drug and decreasing its concentration in the cell. This also raises the question of whether other nucleoside analogs used to treat AML are substrates of SAMHD1 and whether their potency is dependent on SAMHD1 triphosphohydrolase activity.

Our overall goal is to improve the effectiveness of the current AML treatments by modulating the activity of SAMHD1. In this chapter, I describe our investigation of SAMHD1 interactions with two more nucleotide analogs used to treat AML. Then, I report the results of a high-throughput screen used to discover find inhibitors of SAMHD1. Information obtained by these studies might help to improve the prediction of patient responses to nucleoside analog drugs and eventually lead to SAMHD1 inhibitors or enhancers that can be combined with existing therapies.
5.3 Results

5.3.1 Characterization of azacytidine-TP and decitabine-TP with the catalytic and allosteric sites of SAMHD1

In addition to the studies performed in Chapter 2, we have also investigated the interactions between SAMHD1 and the hypomethylating agents, decitabine triphosphate (DAC-TP), and azacytidine triphosphate (AZA-TP) (Oellerich et al. 2019). Both DAC and AZA are used interchangeably as a frontline therapy for older acute myeloid leukemia (AML) patients, but mechanisms underlying varied patient responses are unknown (Tawfik et al. 2014; Stahl et al. 2018). A recent study suggested that SAMHD1 protects cancer cells from DAC (Herold et al. 2017), so we set out to investigate the biochemical and structural nature of SAMHD1 interactions with these DAC-TP and AZA-TP.

Structurally, DAC-TP and AZA-TP are very similar (Figure 5-2A). Both nucleotide analogs contain the same modified nucleobase that closely resembles cytosine, except for the carbon at position 5 of the base that is replaced with a nitrogen atom. The only difference between these two nucleotide analogs is that DAC-TP contains a 2’-deoxyribose sugar, while AZA-TP possesses a ribose sugar with a 2’-hydroxyl group. Neither AZA-TP nor DAC-TP were hydrolyzed by SAMHD1 in the absence of additional activators in an in vitro enzymatic assay, suggesting that they
Figure 5-2. Interactions of SAMHD1 with hypomethylating agents, DAC-TP and AZA-TP.

(A) Chemical structures of dCTP, decitabine triphosphate (DAC-TP), and azacytidine triphosphate (AZA-TP). (B-D) dNTPase activity assay for recombinant SAMHD1. The rate of hydrolysis for the indicated nucleotide triphosphates was quantified in the presence of (B) buffer alone, (C) GTP, which can occupy allosteric site 1 (A1), or (D) dGTP, which can occupy A1 and allosteric site 2 (A2). Cat: Catalytic site. (E) Size-exclusion chromatograms of SAMHD1 in absence of nucleotide (yellow line) or in the presence of GTP alone (gray dashed line), DAC-TP alone (orange dashed line), GTP + DAC-TP (orange line), GTP + AZA-TP (blue line), or GTP + dCTP (black line). (F) Sedimentation velocity of SAMHD1 incubated in the presence of GTP in combination with either AZA-TP or DAC-TP. (G) Structure of the SAMHD1 tetramer in complex with DAC-TP. Each SAMHD1 subunit is shown as a surface representation, colored in light pink, deep teal, light green and wheat. In the insets, nucleotides are shown as sticks. (Top, right panel) An overlay of SAMHD1 structures in complex with dCTP (PDB ID: 4TNP; gray) or DAC-TP (light pink) in allosteric site 2. (Bottom, right panel) An overlay of SAMHD1 structures in complex with dCTP (PDB ID: 4TNP; gray) or DAC-TP (deep teal) in the catalytic pocket. This figure was adapted from (Oellerich et al. 2019).
cannot bind both allosteric sites to activate the enzyme (Figure 5-2B). However, when GTP was added to the mixture, DAC-TP (but not AZA-TP) was hydrolyzed by SAMHD1 just as efficiently as canonical dCTP (Figure 5-2C). As GTP can only bind the A1 site (Ji et al. 2014), this implies that DAC-TP can occupy the A2 site to activate SAMHD1-mediated hydrolysis. In an established SAMHD1 pre-assembly assay (Ji et al. 2014), SAMHD1 tetramers were pre-assembled in the presence of dGTP and subsequently diluted into either reaction buffer alone or buffer containing dCTP, DAC-TP, or AZA-TP (Figure 5-2D). dCTP and DAC-TP, but not AZA-TP, were hydrolyzed, confirming that DAC-TP, but not AZA-TP, is a substrate of SAMHD1 enzyme. This is consistent with our previous observation that modest modifications to the Watson-Crick edge of a nucleobase do not perturb binding to the catalytic pocket of SAMHD1 (Knecht and Buzovetsky et al. 2018).

To confirm our finding that DAC-TP can promote SAMHD1 tetramerization by binding to the A2 site, we monitored the oligomerization state of SAMHD1 in the presence of the A1-site activator GTP following addition of either DAC-TP or AZA-TP. Size-exclusion chromatography revealed that DAC-TP, but not AZA-TP, induced the formation of higher-order SAMHD1 oligomers (Figure 5-2E). In line with these results, the sedimentation velocity measured by an analytical ultracentrifugation assay confirmed that DAC-TP, but not AZA-TP, induces the formation of SAMHD1 tetramers (Figure 5-2F).

To elucidate how DAC-TP binds the catalytic pocket and A2 site of SAMHD1, DAC-TP was co-crystallized with the inactivated catalytic domain of SAMHD1 (residues
Table 5-1. Data collection and refinement statistics for the crystal structures of SAMHD1 HD bound to DAC-TP

<table>
<thead>
<tr>
<th>Data Collection</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength (Å)</td>
<td>0.97920</td>
</tr>
<tr>
<td>Space Group</td>
<td>P 1 2 1 1</td>
</tr>
<tr>
<td>Cell dimensions</td>
<td>a, b, c (Å) = 87.5, 146.5, 98.6</td>
</tr>
<tr>
<td></td>
<td>α, β, γ (°) = 90.0, 114.6, 90.0</td>
</tr>
<tr>
<td>Molecules/asymmetric unit</td>
<td>4</td>
</tr>
<tr>
<td>Resolution (Å)</td>
<td>50-2.14 (2.18-2.14)</td>
</tr>
<tr>
<td>Unique reflections</td>
<td>125603 (6000)</td>
</tr>
<tr>
<td>Rmerge</td>
<td>0.132 (&gt;1)</td>
</tr>
<tr>
<td>l/σ</td>
<td>9.3 (0.88)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>98.9 (95.0)</td>
</tr>
<tr>
<td>Redundancy</td>
<td>4.1 (3.3)</td>
</tr>
<tr>
<td>CC½</td>
<td>0.993 (0.175)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Refinement</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nonhydrogen atoms</td>
<td>16496</td>
</tr>
<tr>
<td>Rwork/Rfree (%)</td>
<td>17.4/22.5 (33.7/34.7)</td>
</tr>
<tr>
<td>Average B factor</td>
<td>41.73</td>
</tr>
<tr>
<td>RMSD</td>
<td></td>
</tr>
<tr>
<td>Bond lengths</td>
<td>0.016</td>
</tr>
<tr>
<td>Bond angles</td>
<td>1.86</td>
</tr>
<tr>
<td>Ramachandran Analysis</td>
<td></td>
</tr>
<tr>
<td>Preferred regions (%)</td>
<td>97.1</td>
</tr>
<tr>
<td>Allowed regions (%)</td>
<td>2.8</td>
</tr>
<tr>
<td>Outliers (%)</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Statistics in parentheses indicate those for highest resolution shell.

113-626 with H206R and D207N mutations), which has been extensively used to study nucleotide binding to SAMHD1 (Ji et al. 2013; Ji et al. 2014). The crystal structure of the complex, determined at a 2 Å resolution (Table 5-1), demonstrated that DAC-TP molecules can occupy both the A2 pocket and catalytic site of the SAMHD1 tetramer (Figure 5-2G). Comparison of the DAC-TP/SAMHD1 structure with a previously
determined dCTP/SAMHD1 structure (PDB ID 4TNP; Ji et al. 2014) showed that the two structures align very well with an overall root mean square deviation of ~0.4 Å. The hydrogen bonding interactions between the SAMHD1 catalytic pocket and DAC-TP are the same as those involved in dCTP binding. Although an additional water molecule forms a hydrogen bond with the 5 nitrogen moiety that is only present in the base of DAC-TP, this extra water molecule, interestingly, did not engage in any interaction with SAMHD1. Moreover, SAMHD1’s catalytic pocket was not altered by the interaction with DAC-TP, suggesting that DAC-TP adopts a binding mode similar to that of canonical dCTP (Figure 5-2G, lower inset). In line with our biochemical analyses, AZA-TP did not co-crystallize with SAMHD1. Taken together, DAC-TP is an allosteric activator and substrate of SAMHD1, while AZA-TP does not interact with SAMHD1.

Our collaborators went on to confirm that SAMHD1 triphosphohydrolase activity does indeed have an effect on DAC-TP, but not AZA-TP, levels and cytotoxicity in vivo (Oellerich et al. 2019). This indicates substantial differences in the mode of action of these HMAs that are often regarded to be interchangeable in AML therapy. More research is needed to identify biomarkers that reliably guide the decision on whether patients should be treated with DAC or AZA. However, SAMHD1 has the potential to become a relevant biomarker for the stratification of HMAs in AML patients and a therapeutic target for the improvement of DAC-based therapies. Combined with the results of Chapter 2, these findings contribute to our overall understanding of how SAMHD1 can affect the metabolism of nucleotide analog drugs.
5.3.2 High-throughput screening for SAMHD1 inhibitors

As a regulator of the nucleotide pool in the cell, modulation of SAMHD1 could potentially improve patient response to nucleotide analog drugs. In cases where SAMHD1 is capable of degrading a nucleotide analog, SAMHD1 activity will decrease the concentrations of nucleotide analog in the cell (Figure 5-3A). For example, SAMHD1 expression in AML patients was correlated with worse rates of remission when treated with cytarabine (Schneider et al. 2017). The 2’ arabinose sugar of cytarabine allows for entry into the catalytic pocket of SAMHD1, making it a good substrate of SAMHD1.

However, SAMHD1 activity also has the potential to increase the efficacy of certain nucleotide analog drugs (Figure 5-3B). If the nucleotide analog is not a substrate of SAMHD1, then SAMHD1 activity will leave the concentration of the nucleotide analog high relative to depleted dNTP pool. Since nucleotide analogs compete with cellular dNTPs for active sites of polymerases, SAMHD1 activity has the potential to enhance the efficacy of nucleotide analog drugs. For example, reducing SAMHD1 levels via Vpx-mediated degradation resulted in lower dNTP pool concentrations and increased sensitivity to the HIV-1 nucleoside reverse transcriptase inhibitor zidovudine (Amie et al. 2013). The 3’ cyano group of zidovudine is not accommodated by the catalytic pocket of SAMHD1, making it a poor substrate of SAMHD1.
Figure 5-3. Optimizing SAMHD1 activity assay for high-throughput screening

(A) Cartoon schematic showing a situation where SAMHD1 activity is harmful to nucleotide analog therapy. (B) Cartoon schematic showing a situation where SAMHD1 activity is helpful to nucleotide analog therapy. (C) Cartoon schematic showing the steps of the malachite green colorimetric assay for SAMHD1 activity: (1) SAMHD1 cleaves the inorganic triphosphate from dNTPs, (2) inorganic pyrophosphatase (PPase) hydrolyzes triphosphate into inorganic phosphates, and (3) malachite green changes color when bound to inorganic phosphate.
Since SAMHD1 has emerged as an important therapeutic target, we sought to find small molecules that could either activate or inhibit SAMHD1 activity. To accomplish this, we optimized the colorimetric malachite green assay for a high-throughput screen for modulators of SAMHD1 activity (Figure 5-3C; Seamon and Stivers 2015). In this assay, a secondary enzyme (PPase) is used to cleave inorganic phosphates from the triphosphate produced by SAMHD1 catalysis. Many assay parameters were optimized including reaction time, malachite development time, dNTP substrate concentration, and SAMHD1 concentration. We sought to find conditions that would yield the best signal to noise ratio and most reproducible results using a 384-well plate and high-throughput pipetting machines. Figure 5-2D shows a representative dilution series where all variables were kept constant except SAMHD1 concentration. While there is about 0.3 absorbance units (AU) of background noise in the absence of SAMHD1, adequate signal above 1 AU is observed for SAMHD1 concentrations above 15 nM. Ultimately, we chose the 30 nM SAMHD1 concentration for this assay because at this concentration the signal to noise is above 3, and only about 70% of the maximum amount of product had been created. This means that we can potentially capture an increase or decrease in SAMHD1 activity recorded in this assay.

After the optimal assay conditions were determined, we screened 5,763 compounds from libraries in the Yale Center for Molecular Discovery for modulation of SAMHD1 activity. In order to increase the likelihood that a potential hit would be bioactive with favorable pharmacological properties, we chose libraries enriched for FDA-approved drugs. Another consideration we had while choosing the small molecule libraries to screen was the three-dimensional architecture of the catalytic and allosteric
pockets of SAMHD1. As much as possible, we tried to find libraries with structural features that resemble nucleotides. However, none of the molecule libraries included compounds with triphosphate groups due to their highly labile nature.

The assay performance was assessed by comparing control reactions to reactions with test compounds. The test compounds were spread across 20 different 384-well plates (Figure 5-4A). Negative controls inhibition containing SAMHD1 but no test compound were normalized and set to 0% effect (black arrows in Figure 5-4A). Positive controls for inhibition containing reactants except for SAMHD1 were set to 100% effect (red arrows in Figure 5-4A). While most compounds imposed little to no effect on SAMHD1 activity with the 3 sigma cutoff being about 10.2% effect, some compounds did seem to produce a significant inhibitory effect on SAMHD1 (examples circled in red in Figure 5-4A). None of the compounds significantly increased SAMHD1 activity. Overall, 326 compounds had greater than a 10.2 % inhibitory effect (5.6% hit rate) and 5 compounds had greater than a 40% inhibitory effect (0.1% hit rate). The assay itself performed well, with a steady signal to background ratio and z’ score across the 20 plates of reactions (Figure 5-4B).

Interestingly, nucleotide analogs were not common in the hit list. The highest-ranking nucleotide was AMP which showed 17% effect. This may be due to the fact that none of the nucleotide analogs tested here were triphosphorylated, which is likely important for binding to the catalytic pocket. Most compounds with high inhibitory effects were compounds that are known commonly found to cause artificial interference in assays (Gilbert et al. 2016). After removing compounds with known aggregating or metal chelating properties known to interfere in assays such as this, we chose to follow
up on three hits from the screen: benzobromane, octinoxate, and clonidine (Figure 5-4C). These compounds all share aromatic rings, but are otherwise structurally diverse. Each compound ranged in 20-30% effect on SAMHD1 activity during the high-throughput screen. However, when a similar activity assay was repeated, neither octinoxate nor clonidine affected SAMHD1 activity significantly more than the DMSO only control (Figure 5-4D). Benzobromane did decrease activity by approximately 30% in this second assay, but more validation will be needed in order to confirm that it is directly inhibiting SAMHD1.

Figure 5-4. Results of small molecule screen for SAMHD1 modulators
(A) Scatterplot of inhibitory effect of small molecules on SAMHD1 activity across 20 plates in high-throughput screen. Negative control with no compound added is indicated with black arrow and positive control with no SAMHD1 added is indicated with red arrow. Top inhibitory hits are highlighted with red circles. (B) Signal to background ratios and z’ scores for each plate. (C) Three representative hits from the screen. (D) Validation assay for inhibition of SAMHD1 activity.
5.4 Future Directions

With importance in the metabolism of both cellular nucleotide pools and nucleotide analogs, SAMHD1 is an attractive therapeutic target. Since SAMHD1 expression and activities vary depending on the patient, a potential personalized medicine strategy could be to screen patients for SAMHD1 mutations and expression levels before the administration of nucleotide analog drugs. More clinical research should be performed to stratify the response of patients to nucleotide drugs by SAMHD1 expression. By understanding the clinical relationship between different nucleotide analogs and SAMHD1 expression, physicians may be able to prescribe the most effective drug for a particular patient based on their personal SAMHD1 expression levels. For instance, if an AML patient is known to have higher SAMHD1 expression levels, the physician might be advised to administer AZA over DAC, instead of choosing one arbitrarily to start.

Depending on the nucleotide analog, it might be useful to either inhibit or enhance SAMHD1 activity. In the future, more avenues of modulating SAMHD1 activity should be explored for therapeutic use. For instance, small molecule inhibitors could potentially bind the catalytic pocket and competitively inhibit SAMHD1 catalysis. However, another mechanism of inhibition could include targeting the allosteric pocket required for assembling the active tetramer form of the protein. It is possible that a small molecule could directly bind to either of the allosteric sites or bind in an entirely different area that might block the dimer or tetramer interfaces. Furthermore, it might be possible to target
SAMHD1 expression through CRISPR-based or RNAi-based techniques. However, the off-target effects of SAMHD1 down regulation must be explored.

5.5 Experimental Procedures

5.5.1 Protein expression and purification

N-terminal 6×His-tagged SAMHD1 constructs were expressed in *Escherichia coli* BL21(DE3). Cells were harvested, resuspended in lysis buffer (50 mM Tris, pH 8, 500 mM NaCl, 20 mM imidazole, 5 mM MgCl₂, 0.5 mM TCEP), and lysed using a microfluidizer. Lysate was clarified by centrifugation (26,892×g for 25 minutes). SAMHD1 protein was purified using Ni-NTA affinity and size-exclusion chromatography in SAMHD1 Buffer (50 mM Tris-HCl, pH 8.0, 150 mM NaCl, 5 mM MgCl₂, and 0.5 mM TCEP).

5.5.2 Analytical size exclusion chromatography

Purified samples of SAMHD1 (2 mg per mL, 50 µL) mixed with a final concentration of 500 µM GTP and 2-4 mM nucleotide analog were applied to a Superdex 200 5/150 GL column (GE Healthcare) pre-equilibrated with SAMHD1 Buffer. The UV absorbance at 280 nm was measured as the protein sample eluted from the column, and values were normalized to their respective peak heights.

5.5.3 Analytical ultracentrifugation

Sedimentation velocity experiments were performed with a Beckman XL-I analytical ultracentrifuge. Samples were prepared with protein concentration of 0.8-1.3 mg/ml in SAMHD1 Buffer and equilibrated with a final concentration of 150 µM
nucleotides. AUC was performed at 169,167×g and 20°C with an An60-Ti rotor. The experimental parameters including sample partial specific volume, buffer density and viscosity were calculated with SEDNTERP (http://sednterp.unh.edu/). Velocity data were analyzed with the program SEDFIT (Brown and Schuck 2006).

5.5.4 Crystallization and data collection

SAMHD1 protein in buffer (50 mM Tris-HCl (pH 8.0), 150 mM NaCl, 5 mM MgCl₂ and 0.5 mM TCEP) was mixed with 1 mM GTP and 10 mM nucleotide analogs and incubated at 4 °C for 15 minutes before crystallization. All crystals were grown at 25 °C using the microbatch under-oil method by mixing 1 µL protein (5 mg per mL) with 1 µL crystallization buffer (100 mM SPG (Qiagen) buffer, pH 7.4, 25% PEG 1500). Crystals were cryoprotected by crystallization buffer supplemented with 25% (Vol/Vol) glycerol before being frozen in liquid nitrogen. Diffraction data were collected at the Advanced Photon Source beamline 24-IDC. The data statistics are summarized in Table 5-1.

5.5.5 Structure determination and refinement

The structures were solved by molecular replacement using PHASER (McCoy et al. 2007). The previously published SAMHD1 tetramer structure, with all bound nucleotides removed was used as the search model (PDB ID 4BZB). The model was refined with iterative rounds of TLS and restrained refinement using Refmac5 (Vagin et al. 2004), followed by rebuilding the model to the 2Fo-Fc and the Fo-Fc maps using Coot (Emsley et al. 2004). Refinement statistics are summarized in Table 5-1. Coordinates and
structure factors have been deposited in the Protein Data Bank (PDB accession number: 6CM2).

5.5.6 **Malachite assay**

The enzymatic activity assay was modified from Seamon and Stivers (2015). All assays were performed with purified wild-type SAMHD1 (residues 113–626) at 25°C in a reaction buffer containing 50 mM Tris-HCl pH 8, 150 mM NaCl, 5 mM MgCl₂, and 0.5 mM TCEP. Each 40 µL reaction, containing 10 µM pyrophosphatase, 0.5 µM SAMHD1, and 125 µM substrate or allosteric activator was quenched with 40 µL 20 mM EDTA after 15 minutes. Then, 20 µL Malachite Green reagent was added to the solution and developed for 15 minutes before the absorbance at 650 nm was measured.

5.5.7 **High-throughput screen for SAMHD1 inhibitors**

Peter Gareiss assisted with assay design and implementation at Yale’s Center for Molecular Discovery. The malachite assay described above was modified for high the high-throughput assay format. Similar buffers and protein were prepared as above. A library of 5763 compounds were added to Corning 3702 clear 384-well plates. Each 20 µL reaction, containing 10 µM pyrophosphatase, 0.03 µM SAMHD1, and 125 µM dGTP activator, was quenched with 20 µL 20 mM EDTA after 60 minutes. Then, 20 µL Malachite Green reagent was added to the solution and developed for 60 minutes before the absorbance at 620 nm was measured using and Envision Self Service plate reader.
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